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FOREWORD

Welcome to the exciting word of translation. Some might think
translation is a monotonous tiresome work. | can assure you here it is not
the case. Today information technology is so closely blended with
language that purely manual translation with a good old paper dictionary
without technology looks like hunting a mammoth with a stick in the Stone
Age. If you do not feel like hunting a mammoth you are very likely to find
the tools and resources described in this book really helpful. As soon as
you have them at your fingertips, you are sure to feel more confident as a
translator and more competitive in the labour market.

The route you are going to follow in this book is a sequence of
destinations referred to as Units. Make sure you spend enough time in each
of them and get to know the locals (which are software tools) and their way
of life. To help you here we have prepared tasks, exercises and tutorials.

When you have accomplished them all and achieved the final
destination, we expect you to see the trade of translation in a completely
different light and enjoy the process of using IT tools for finding solutions
in the most intricately twisted cases, checking your hypotheses and
discovering new opportunities.

Enjoy you trip to the world of information technology in translation!



UNIT 1
MICROSOFT OFFICE

Pre-reading tasks

Make sure you know Russian equivalents of the following words
and word combinations

Tab, folder, layout, File button, Home tab, References tab, Mailings
tab, Review tab, View tab, clipboard, font, spacing, bullets, lists, justify,
line spacing, indents, borders, bold, underline, strikethrough, highlight,
page break, cover page, toolbar, text wrapping, print layout, full screen
reading, web layout, outline and draft views.

Basics

You might be surprised to find this topic in our book wondering what
value it has for translation and if there is anything, you do not yet know
about the product, as you have been a Word user since middle school.
However, this wonderful software is a truly vital tool for any translator and
having all its tricky features at your fingertips is a must. Besides by reading
about MS Word functions in English is sure to enrich your vocabulary with
English equivalents for well-known Russian words related to IT. So, let’s
get started.

Microsoft Word Menus

File

When you open a new file in Word, the first tab you will see is File.
Look carefully - you may miss it because it is a different color than the
other tabs (depending on what color scheme you have your desktop set on).
The File tab has just what you would think: options related to the entire
file, such as save, print, share, and open.



Office logo at the
: top left of the | daien
screen will provide most of the | 27 rwse > ormmronnes
items formerly found under the file | ~ 4., . o i
menu including those listed above. | =~ =~ e
Beside the logo, you also will find a - b
disk icon to save your document as -
well as the undo and redo buttons.

As you can see here, the Office logo opens up listing your options for
new, open etc. and also contains a list of your recent documents for quick
opening. Any of the items listed with an arrow beside them will replace
the recent documents on the right with the options associated with the
menu item. You should also see at the bottom right of this menu a button
for exiting Word and changing Word’s options.

Save as

The save as option will provide you with the most common file
formats to save your document in. The common ones are Word Document,
Word Template, and Word 97-2003 document. However, some of the
programs we will need for the course of Translation with Technology will
require the text to be in a different format, like .txt or .pdf. Some software
may need to change the encoding it may be done using the same save as
option.

The Home Tab

The Home tab has the most commonly used features, especially as
they relate to modifying text. In the home tab you can select your font,
size, color, attributes (bold, italics, underline), and alignment (left, center,
right). You can also select a style, which is a predetermined text made to fit
certain document parts, such as headings, subtitles, and text.

TEST2Resp.wpd.doc
TEST2Resp.wpd.wpd

Instead of |(@g @90 ~
. A i
) 9~ -
!'l/ d9-0 the FI Ie button’ j Nl Recent Documents
- Home Insert Page Layo! = ]
Th 1 Example Word Document.doc
___] Y Calibri (Body) i1 you may See e o Open 2 - Getting Started Tips -.doc H
Paste B 7 U ~abe x, X 1 3 Changing Styles is Easy.doc ]
’hu;nard{ — Offlce Logo H - 4 Copier Email Instructions.doc ;
@l T Clicking the g - 5 Scan and Send Email.doc 'L
= £ <l 6 TEST2RespKey.wpd.doc
: E’\, Save As »
" e 7 TEST2RespKey.wpd.wpd
)
9

| Close

2] Word Options | | X Exit Word




Clicking the down arrow beside any of the icons here will drop down
more options for that tool. Each section also contains an arrow in the
bottom right corner, which will open a window containing the options
found in that section.

Clipboard i, ons
The Clipboard allows you to cut, copy, paste and copy B
formatting from one place to another. Easte
Font Clipboard T
The font section of the ribbon
Ealbi Eac) “u - A A0 provides a section to handle the basic text
B 7 U -akex x A% A~ formatting. Items such as bold,
. “ underline, strikethrough, highlight and

font type can be changed here. Some items from this section and some
items from the paragraph section are also available by highlighting text and
moving your cursor slightly above the highlighted text. This saves having
to move your cursor all the way to the top of the screen for some common
formatting items.

Paragraph

The paragraph section provides icons for
bullets, lists, justify, line spacing, indents and

borders. = ol
Styles == =E=E =82
The styles section — %

allows you to quickly |AaBbCcDe) AaBbCcDe AaBbC( AaBbCc _ “/%

- TN an : : A Fh
Change the formattlng of TNormal |7 No Spaci.. Headingl Heading2 - ;tﬁ:sg'e

a section of text by Styles
choosing one of the predefined styles. You can also create a new style
based on the formatting of your selected text for use later in other sections
of your document.
Editing

34 Find The Editing section of the toolbar allows you to find,
replace and select items. The select option gives you the
ability to select all, select objects or select text with similar
formatting. This last option gives you the ability to quickly

oac Replace
W Select ~
Editing

C

]



change everything in your document with one style to another style
without having to manually find all of that text and change each area
separately.

Insert Tab

The insert tab has seven sections for inserting most types of objects.
The sections are pages, tables, illustrations, links, header and footer, text
and symbols.

Pages
The pages section is where you can go to insert an cover page, blank
page or page break. The cover page drop down
] Cover Page ~  offers a selection of predefined cover pages for your
] Blank Page document that have sections for title, date and
author. You can also select text in your document
and choose to save the selected text to the cover
Pages page gallery for use in future documents.
Table
The table section only has a drop down menu which
offers a grid to create a new table, insert table, draw table,
convert text to table for selected text, Excel spreadsheet, and
some predefined “Quick Tables” that have formatting already Table
setup for you. When working on a table you will have two -
additional tabs along the top of the ribbon, the design and

»—q' Page Break

]

: Tables
layout tabs. There are screenshots of both directly below.
Table Design
-’ Home Insert Page Layout References Mailings Review View Design Layout
¥| HeaderRow V| First Coumn [/ | —m—— — — —— —— r\‘-_‘4Shadmg Y 4 j :I
Total Row Last Column ————— | _____ 5 i_ Borders 'wi Yapt —— v =
emprmprnd lecprappeped] Ymerwmponed| Draw Eraser
V| Banded Rows || Banded Columns — ZPenCalor~  Taple
Table Style Options Table Styles Draw Borders
Table Layout
> Home Insert Page Layout References Mailings Review View Design Layout
- ke - "=. = = —_— 2
lg Select % &I & Insert Below ecells | dlossem L|HF BEIEE A= —J 5\1 47 Repeat Header Rows
 View Gridlines A nsert Left fEspitcels | 2se3m 2T O HEE — % Convert to Text
= Delete | Insert Text Cell Sot
4 Properties s Above CHFInsertRight || = SplitTable || f AutoFit~ =l =l = pirection Margins Je Formula
Table Rows & Columns i Merge Cell Size i Alignment Data




Illustrations
The Illustrations section allows you

: : : Elgl [T S »
to insert pictures, clipart, shapes, SmartArt | B 4K f_;ﬁ iLil
and charts. Picture Clip Shapes SmartArt Chart

Art >
[Hustrations

After inserting or selecting a picture
you are provided with a new toolbar along
the top shown here. This toolbar enables you to change the brightness,
contrast, shape, position, text wrapping and other options for the picture.

Clicking off the picture or on one of the other tabs will take you back
to the standard toolbars. The Shapes option of the Illustrations section
allows you to insert lines, arrows, boxes, basic flowchart shapes.

Insert

Under the Insert tab, there are a number of choices. In a Word
document, there are many types of visual aids and highlights you can add
to a file to help summarize and present information. It's in the insert ribbon
tab where you can find options for graphics, charts, hyperlinks, page
breaks, headers, footers, textboxes, and reference information, such as date
and time, comments, page numbers, and bookmarks.

Design

The Design tab can be either very useful or hardly used, depending
on your own understanding of Word. Most of the space in the design tab is
taken up by examples of document designs that you can select, such as
documents with centered titles, offset headings, and left justified text.
However, in addition to those less popular tools, the design tab also
includes watermarks, page color, and page borders, which may be used by
advanced Word users.

Page Layout

The Page Layout ribbon is an important tab to determine how your
document looks. This is the tab that has the options to modify margins,
page orientation, paper size, columns, indents, spacing, page breaks, and
the arranging of any parts of the document, such as text and graphics or
tables.
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References

The References tab is one that you may never use, or may be used
heavily, depending on the type of work you do in Word. For students, the
references tab is the easiest way to insert citations and references into the
Word document. It can help with creating the reference page, table of
contents, footnotes, and sources.

View Tab

The view tab offers five sections which include document views,
show/hide, zoom, window and macros.

(] B (=] [E Document View

pint [Futlsaeen web Outine ot The document views section switches you
Document Views between print layout, full screen reading, web

layout, outline and draft views. Print layout is the default view. Full
screen view removes all but a couple of tools from the top of the screen
and the rest of the screen is your document. Web layout will take away the
empty space on either side of the document if there is any and fill the
window as if it were a web page. Outline view changes the look of your
document into an almost point form style which may help with reviewing
main points. Draft view takes away most of your formatting and images
and just shows the text. It also fills the window with your text similar to

web layout.

7] Rule Diaumarian Show/Hide

i The show/hide section will toggle certain tools
on or off the screen including rulers, gridlines,
message bar, document map and thumbnails. The rulers will show along
the top and left side of the screen. Gridlines will cover your entire
document inside the margins. They will be visible on screen but don’t
print. The message bar can only be displayed when there is a message to
be displayed. One common reason for the message bar to display is when
macros have been enabled or disabled. The document map and thumbnails
will show along the left hand side of the screen.

Show/Hide

11



Q [ Wonersse Zoom
VL (53 rwo pages

O e it The zoom section provides tools to zoom into or

out of the document. You can choose your own zoom

factor or use one of the predefined zoom factors of 100%, one page, two

pages (side by side), or page width which causes the document to zoom in
or out so it fills your window.

] § = L) Window
Ne_wl Arrange  Split : : Switch The new window button will
Window  All Rese Windows ~ .
Window open your current document in a

new window. The arrange all button will take your currently open
windows and stack them one on top of the other. The split button will take
your current document and show it in two frames within the window one
on top of the other. This will allow you to look at something you wrote on
page one while working on page twenty. View side by side allows you to
view two windows side by side, once in side by side view you can turn on
synchronous scrolling so both side scroll at the same time. Also while in
side by side mode if you resized either window you can click the reset
window position button to have them share the screen equally again. The
switch window drop down will allow you to switch between open
windows.

4 Macros

Macros The macros section provides the tools required to work with
"= and create basic macros. You can view existing macros or record

your own. Choose record macro from the drop down and then perform the

functions you do often, like change the page layout, and style of the

document. Once you have done those tasks then stop recording. You will

be able to use that macro over again to shorten the steps you need to take

every time you need to perform that set of tasks.

12



Excel Spreadsheets for Glossaries

For most translators, a bilingual glossary of terms plays a vital role in
their work. As translators are not experts in all the fields they are doing
translation, it is really hard work to remember a huge volume of unfamiliar
terms that should be properly and exactly used. For those who are
supported by CAT tools (Trados, Wordfast, etc.), it may be no problem at
all as the glossary management tool may help them solve the problem.
However, for the translators who work on multiple platforms or cannot
afford such CAT tools or such glossary management tools are not available
in their CAT tools and then an electronic bilingual glossary of terms is
really helpful. For this purpose, creating a bilingual glossary in Excel is the
most common and effective way.

A glossary, also known as a terminology base, is an organized
collection of approved translations for specific terms. These can be
technical terms, industry-specific jargon, or just set words that are used
frequently in your content.

There are many benefits to using glossaries in your localization
workflow. Here are just a few:

o Ensure consistency. With glossaries you can make sure that the same
terminology is used throughout all of your content. This is especially
important for technical terms and industry jargon, which can be
difficult to keep track of.

o Improve quality. By using glossaries, you can ensure that only
approved, high-quality translations are used in your content. This is
especially important for technical content, where a poor translation
can have serious consequences.

o Facilitate collaboration. Glossaries make it possible for multiple
people to work on the same project without having to worry about
inconsistent terminology. This gives you more flexibility if you need
to bring in more people into the localization process, which can
speed things up and lead to better results.

o Save time. When integrated with your CAT tool, glossaries allow
you to quickly insert approved translations into your content without
having to leave the editor or search through multiple tabs.

13



Save money. Glossaries are one of the least expensive ways to ensure
quality in your translations. Using glossaries can save you multiple
rounds of revision and editing.

Avoid risking your reputation. At a time when a single mishap can
cause a PR disaster, having a glossary in place can help you avoid
the potential risks of using words that might have negative
connotations in certain settings or cultures.

Different kinds of glossaries
As we already mentioned, glossaries can be used to store different

kinds of terminology.

Industry glossaries contain the terms that are specific to a certain
industry or field, which may be difficult to understand for the
individuals outside the field.

Client glossaries are made of items specific to a certain client or
brand that may include product or service names and definitions,
forms of greeting and address, etc.

Project glossaries are vocabularies or phrases from various models,
reports and any other parts of a software project. Each term is
defined with its meaning specific to the project domain.

Glossary format and structure is a translator’s individual choice, but the
columns should provide sufficient information to be a quick and effective
reference source. It's possible to have a bare-bones termbase in a Microsoft
Excel spreadsheet that lists terms and their equivalents in other languages.
But you get much better results is you also include more detailed
information, such as:

e Definition: this is a must for polysemantic words to specify the

context-related meaning.

e Source/context: context may be helpful when the same word or

phrase can be translated differently depending on the context.

e Taxonomy: how the term is classified or grouped in your company or

product.

14



e Grammatical usage: for example, information about gender or part of
speech.

e Date: when the term was created or modified.

e Author: it is optional if you create an individual glossary, but may
come handy when you work in a team

e Term status: for example, approved or failed.

e Examples of use: these are very helpful for translators.

e Exclusions: when the term shouldn't be used, and alternative
spellings/terms that should not be used.

e Related terms.

Below is an example of a detailed spreadsheet glossary.

|_hu-HU 1 hu-HU 2 en-US 1 en-US 2 fr-FR 1 fr-FR 2 gender subject field subject field context register source-EN source-FR  source-HU
emberaldozat genocide génocide le Journalism  Politics informal hitp://www.wo http://barikad.hu/karzai
megszallas occupation occupation  envahissemer la Journalism  Politics of a country ¢ informal http://dictzone http://www.wo http://barikad.hu/karzai
haszon spoils gains butin dépouille (fr-1) le; (fr-2] Journalism  Politics informal http//www.wo hitp://barikad.hu/karzai
dllomas stage phase étape la Journalism  Politics of a process informal http://www.wo http://barikad.hu/karzai
allamferfi statesman homme politig homme d'Etat le Journalism  Politics informal http://dictzone http://www.wo hitp://barikad.hu/karzai
sajto the press the media presse la Journalism  Politics informal http://www.wo http://barikad.hu/karzai
elény benefit prestation la Legal Children's rigl noun formal http://dictzone.com/hungarian-english-dictionary/
gyermekmunka child labor travail des enfmain d'ceuvre (fr-1) le; (fr-2] Legal Children's rigt (fr-1) children formal

halalos itélet death sentence peine de morte la Legal Children's rights formal

fejlodés development épanouissement le Legal Children's rigt of personality formal http://dictzone.com/hungarian-english-dictionary/
héatranyos

helyzetd disadvantaged défavorisé Legal Children's rigt economically, formal

SELF-CHECK TASKS

1.  Give English equivalents for the following words and word
combinations:
BCTaBKa, pa3MCTKa CTpaHUulbl, CCBUIKH, PCHOCH3UPOBAHUC, BbIPC3AaTh,
BCTaBUThb, MOJISI, OpPHUCHTALUsA, pas3pblB CTPAHUIIBI, MOJA, OTCTYI,
OrJIaBJICHUC, CHOCKa, cO31aTb IIpUMCYaHuC, HCIIPABJIICHHUC,
OPUHATH/OTKIIOHUTh ~ MCHPABJICHUE, PEXKUM CTPYKTYpbl, UEPHOBUK,
pa3MeTKa CTpaHUIlbl, TUHEWKa, MacIITad, 1Mo MHUPUHE CTPAHUIIBI.

2. Open Microsoft Word and describe the interface using
English equivalents of all menu options.

15



PRACTICE TASKS
1. a) Read and translate the guidelines below.

Submission guidelines

1. Please submit your manuscript as an .RTF file.

2. Page size: A4 (210x297 mm). Portrait layout.

3. File name: Your Last Name — underscore — section number / mc
(for master class) / pp (for poster presentation). For example, Smith_4 or
Jones_mc.

4. Margins: 3 cm at left, 2.5 cm at right, 2.5 at top and 3.0 at bottom.

5. Font: Times New Roman, font size 12, 1.5 line spaced.

6. Maximum length of the manuscript: 2100 words.

7. Paragraphs: indented, without extra spaces between them.

8. Center text justification. No hyphenation.

9. All illustrations (charts, drawings, diagrams, pictures, etc.) are to
be captioned as Picture or Table and numbered in the manuscript. All
illustrations should be placed directly in the manuscript. See Example of
Manuscript Layout for more details.

10. All examplesare to beitalicized. For more emphasis
use boldface.

11. Definitions and translations: in single guote
marks ('..."). Double quote marks ("...... ") should be used around
quotations.

12. Pages: no numbering.
13. Footnotes are not to be used.
14. Format of the manuscript:
Your first and last name: bold, italicized, right margin justification.
- The manuscript title: in capital letters bold, centered.
. The information about the grant that supported your research
should be given below the manuscript title, center justification,
italicized.
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« An abstract of the manuscript (100-120 words) should
summarize the key points of the paper. State the purpose of your
research, its important findings and conclusions.

. Key words in bold (5-6 in alphabetical order) separated by
commas and a full stop at the end of the line, indented.

« The manuscript text.

. References: the subtitle in bold, left justified, indented, with a
colon.

. About the author: the subtitle in bold, left justified, with a
colon.

On a new line Dbelow write your name in bold.
On a new line below write your degree (if any), post, affiliation (or the
word 'freelance’ if applicable), town/city, country, e-mail.

15. References: in alphabetical order. For quotes, write [Stevens
2010: 45] in the text. To refer to several sources, write [see Brown 1999;
Robertson 2010; Smith 1957 and others]. All the references should be
made in APA publication style (see Example of Manuscript Layout for
more details).

(from https://inno-conf.mgimo.ru/info-eng.php)

b) Modify the text below according to the following guidelines

Public Diplomacy in Language Education during the Covid-19 Pandemic
Oksana Aleksandrovna Seliverstova
Vladimir State University, Department of Foreign Languages for Professional
Communication, Vladimir, Russian Federation

Introduction

The transition to distance learning in the academic setting caused by Covid-19
pandemic was fast and abrupt. While some courses appeared well suited for
online learning, others had to undergo considerable changes to fit in the new
settings. The latter is the case with FL courses for students of linguistic majors.
Truth be told, the online format of language learning in itself is not new.
However, students of linguistic majors treat and study English from a
professional perspective. It implies an in-depth study of specific language issues
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and practice that require face-to-face interaction. Thus, the transition to distance
learning required a considerable degree of adaptation. Direct observation of
students’ attitudes and progress made us think of a complete transformation of
motivation and related outcomes in terms of language proficiency. It encouraged
us to conduct a survey to reveal the students’ self-assessment of motivation in
general and one during distance learning.

Literature Review

According to Gardner, we can distinguish between three components of
motivation — integarativeness, instrumentality and attitudes to learning situation
(Gardner, 1985). Integrativeness is linked to “a genuine interest in learning the
second language in order to come closer to the other language community”
(Gardner, 2001), instrumentality implies “learning an L2 for pragmatic reasons,
such as getting a better job or a higher salary” (Lai, 2013). Attitudes to the
learning situation involve 3 sets of motivational components: 1) course-specific
— concerning the syllabus, the teaching materials, the teaching method, and the
learning tasks; 2) teacher-specific — concerning the teacher's personality,
teaching style, feedback, and relationship with the students; 3) group-specific —
concerning the dynamics of the learning group (Dornye, 1994).

Another type of motivation is the need for achievement or performance
commitment and failure avoidance. Failure avoidance involves a dislike of
evaluative situations and a fear of failing (Heimerdinger, S. R., Hinsz, V. B.,
2008). With regard to FLL situations of avoiding communication with native
speakers or foreigners due to a language barrier may be considered an example
of failure avoidance. Likewise, accomplishing the tasks with a view to avoid bad
grades reveals a combination of extrinsic motivation with that of failure
avoidance. The opposite of failure avoidance is need for achievement.
Individuals with a high need for achievement are interested in excellence for its
own sake, tend to initiate achievement activities, work with heightened intensity
at these tasks, and persist in the face of failure” (ibid.)

Methods

In order to give a full account of changes in the motivation structure we
conducted a survey among students of Linguistics at Vladimir State University
(Russia) that involved 55 respondents.

Table 1 presents the components of motivation model and used for self-
assessment by the students.
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Table 1
Components and Indicators of FL Motivation

Language- | Integrativeness | Interest in the culture and history of FL countries

related Desire for new knowledge accessible in FL

Desire for communication with foreigners

Instrumentality | Travel motivation

Potentially better career prospects

Learning- | Course- Appeal of the syllabus, course structure, and
related specific materials
Teacher- Teacher’s personality, approach, individual
specific teaching style

Group-specific | Desire to communicate and work together with
group-mates

Learner- Performance Desire to get good and excellent grades
related commitment
Failure Necessity to meet tough control demands to
avoidance avoid bad marks

Necessity to complete the course to get to the
next year of study

The survey structure included 3 parts: the first being related to the overall
motivation self-assessment, the second one was designed to describe
communication experience with native-speakers and its effects on language
learning motivation as well as the perceived need for that; the third one was
aimed at evaluation of distance learning experience in FL learning.

Results

For interpreting the results, we assumed the points 0-1 to mark a low level,
points 2-3 a mid-level and 4-5 a high level of motivation. Predictably enough,
the highest motivation was shown by language-related components, career
prospects being on top with 93.1% respondents reporting a high level of
motivation, closely followed by the desire for communication with foreigners
(92.7%).

the top high level motivation indicators saw a substantial decline during distance
learning losing about 25-29% of their value. The same is true for learning-
related indicators that dropped by nearly 50% on the average. The most
significant decline is shown by course-related motivation (a drop from 63.7 to
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25.5%) which may be the evidence of the importance of face-to-face work in
class and the problem of proper adaptation of FL courses to distance learning
settings. Interestingly enough, learner-related motivation, especially failure
avoidance remained rather stable.
Assessment of communication opportunities showed that 10.3% have not had
any experience. Among those who have there is a considerable prevalence of
personal contacts over those offered by the university. Even taken together, off-
line and on-line communication opportunities provided by university staff and
faculty make up 68.9% lagging behind personal contacts by over 10%. A
detailed account of communication opportunities assessment is presented in bar
chart 1.

Chart 1

Where does your communication
experience stem from?

Result of my professional contacts
-

Result of my personal contacts 47
]

Online initiated by the university staff or faculty 18
S

In university setting initiated by the university staff or
faculty I 7

Before the university in a school setting initiated by
the school staff I |5

0 5 10 15 20 25 30 35 40 45 50

Assessing the FL communication opportunities and their availability in
university settings more than half of the respondents (54.5%) said that
communication opportunities are available but not enough, with 25.5% claiming
the opportunities are scarce or unavailable. Combined these values make up
80% of unsatisfied students, with only 9.1% saying that they are content, 9.1%
saying they do not use the opportunities offered and 1.8% blaming the lack of
opportunities on the pandemic.

The assessment of changes in learning time distribution across four language
aspects showed that most of the respondents noticed an increase in writing with
time for reading remaining unchanged. Listening and speaking reveal

20



controversial results with answers ‘“decreased” and ‘“remained unchanged”
representing approximately the same values. A closer look at answer distribution
shows that respondents who chose answers “remained unchanged” or
“increased” with regard to speaking also had high course specific motivation,
which did not decline after transition to distance learning. This observation
highlights a direct connection between speaking and high level of course
specific motivation. It is predictable enough given the initially high level of
motivation linked to students’ desire for communication with foreigners and
desire to communicate and work together with group-mates. The opposite
correlation is also true — in classes with decreased speaking time the motivation
values showed a greater decline.

Providing feedback about distance learning experience among the most frequent
answers were lack of live communication with faculty and fellow-students,
connection issues during online-classes, increased amount of autonomous
learning. Truth be told, some respondent reported autonomous learning a benefit
of distance learning format. Among other advantages, students mentioned extra
time because one did not have to commute, flexible schedules, new assignment
types and useful online resources. However, 14.5% did not report any
advantages saying they did not like the experience.

Discussion

The results of the survey showed the degree of emphasis placed by students on
communication in class both with professors and other students, as well as with
native speakers. The lack of it leads to declining motivation across all three
components. The fact that personal contacts overweigh those initiated by
university staff and faculty shows the students’ motivation to practice FL and
the demand for more international contacts stemming from the university
connections.

In view of the above public diplomacy might be a good solution to the problem.
The terms soft power and public diplomacy have received much attention in the
past two decades in scientific and political discourse. The former introduced by
J. Nye has undergone changes evolving from “the ability to establish preferences
associated with intangible resources such as culture, ideology, and institutions”
to “the ability to affect others through the co-optive means of framing the
agenda, persuading, and eliciting positive attraction in order to obtain preferred
outcomes” (Nye, 1990; 2004; 2011). The connection between language
promotion and soft power has been studied (Hernandez, 2018; Pashaeva, 2018;
Yudina, N.V., Seliverstova, O.A., 2020; Yudina N. V., Melnichul M. V.,
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Seliverstova O. A., 2020) to reveal the potential benefits and aspirations of
external language policy and planning. However, the reverse impact of language
promotion efforts of the actor country on education oppportunities in the
‘recepient’ country has not been given due attention so far. Individual efforts
(Moutinho, 2015; Akli, 2012) to approach the topic show its research and
practical potential. A keen observation that “modern public diplomacy is a ‘two-
way street’ referring to persuasion by means of dialogue and listening to what
people have to say (Melissen, 2005) can be extended to represent language
promotion as ‘a two-way street’ as well.
Due to the efforts of governments to reach large audiences abroad with either
propaganda or public diplomacy efforts, the latter has received a negative
connotation. The desire for large scale and fast results that governments strive
for is often confronted by resistance from other countries’ governments trying to
curtail any undesirable influence. The idea of the changing face of public
diplomacy with the development of relations between civil society actors abroad
and at home coming to the forefront is highlighted in recent studies (Pisarska,
2016; Snow, 2020). So, if we descend to a grass-root level, individual efforts
prove to bring a lot more fruitful results in establishing mutual understanding,
respect and cross-cultural awareness which embodies the idea of “a two-way
street” to the full.
Conclusion
Thus, involvement of FL faculty into public diplomacy on a lower level can
potentially create new and interesting communication opportunities for students.
With FL teachers initiating these opportunities, such communication is likely to
provide a better level of FL education, satisfy the existing demand, foster
motivation and promote better professional growth along with developing cross-
cultural competence.
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b) Create a spreadsheet glossary in Excel for at least 15 terms
extracted from the text above.

TUTORIAL

When working with a multi-page document you may find it difficult

to navigate for specific information and creating a list of contents manually
may turn into a real challenge. To simplify the work Microsoft Word offers
you a number of helpful options. This tutorial will introduce you to some
of them available in Outline View.

Create a document outline in Outline View

1) To enter Outline view, click the View tab, and in the
Views group, click the Outline button. The document’s
presentation changes to show Outline view, and the Outlining tab
appears on the Ribbon, as shown. Now you can focus on the
document structure. Y

2) Use Outline View to create or edit headings, adjust
heading levels, and rearrange the content until everything is right
where you want it. Click View > Outline. This automatically
generates an outline and opens the Outlining tools.

HOME INSERT DESIGHN PAGE LAYOL If your document has

Lj D _||:|Dutline Ruler ( headings (any heading levels

= [=] Draft Gridlines _ )
Read  Print  Web e 4 from H1-H9), you’ll see those
bade Layout Layaut Mavigation Pane
i Es Showy
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headings organized as a list. By moving between the parts create the
document structure

3)  Create list of contents.

As soon as you are ready with the document outline you can create an
automated table of contents. Microsoft Word can scan your document and
find everything in the Heading 1 style and put that on the first level of your
table of contents, put any Heading 2’s on the second level of your table of
contents, and so on.

4)  If you want an automatic table of contents you need to label all
of your chapter titles and front matter headings in the style Heading 1. All
major headings within your chapters should be labeled Heading 2. All
subheadings should be labeled Heading 3, and so on.

5) If you have used Heading styles in your document, creating an
automatic table of contents is easy. Place your cursor where you want your
table of contents to be. On the References Ribbon, in the Table of Contents
Group, click on the arrow next to the Table of Contents icon, and select
Insert Table of Contents....

6) If you want to change the style of your table of contents (e.g.
you want more space between the items on level 1 and level 2 of your table
of contents, or you want all your level 1 items to be bold), click on the
Modify button, select the TOC level you want to change, then click the
Modify button to do so.

7)  If you want to change which headings appear in your table of
contents, you can do so by changing the number in the Show levels:
pulldown. Click OK to insert your table of contents. The table of contents
Is a snapshot of the headings and page numbers in your document. At any
time, you can update it by right-clicking on it and selecting Update field.
Notice that once the table of contents is in your document, it will turn gray
if you click on it. This indicates that it is getting information from
somewhere else.

For formatting rules see Appendix 1, for report structure refer to
Appendix 2, a sample tutorial report can be found in Appendix 3
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UNIT 2
SEARCH ENGINES

Pre-reading tasks

Make sure you know Russian equivalents of the following words
and word combinations

Envision the invention of hypertext; proceed; open client-server
design; protocol; carry payloads; encoded files; markup language; client;
application; send a request; transmit data; domain; root of the hierarchy;
path; fetch content; transmit data; send a request; markup; formatting rules;
crawling; indexing; search engine; directory.

Introduction

The Web is unprecedented in many ways: unprecedented in scale,
unprecedented in the almost-complete lack of coordination in its creation,
and unprecedented in the diversity of backgrounds and motives of its
participants. Each of these contributes to making web search different - and
generally far harder - than searching "traditional" documents.

The invention of hypertext, envisioned by Vannevar Bush in the
1940's and first realized in working systems in the 1970's, significantly
precedes the formation of the World Wide Web (which we will simply
refer to as the Web), in the 1990's. Web usage has shown tremendous
growth to the point where it now claims a good fraction of humanity as
participants, by relying on a simple, open client-server design: (1) the
server communicates with the client via a protocol (the http or hypertext
transfer protocol) that is lightweight and simple, asynchronously carrying a
variety of payloads (text, images and - over time - richer media such as
audio and video files) encoded in a simple markup language called HTML
(for hypertext markup language); (2) the client - generally a browser, an
application within a graphical user environment - can ignore what it does
not understand. Each of these seemingly innocuous features has
contributed enormously to the growth of the Web, so it is worthwhile to
examine them further.
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The basic operation is as follows: a client (such as a browser) sends
an http request to a web server. The browser specifies a URL (for Uniform
Resource Locator) such as
http://www.stanford.edu/home/atoz/contact.html. In this example URL, the
string http refers to the protocol to be used for transmitting the data. The
string www.stanford.edu is known as the domain and specifies the root of a
hierarchy of web pages (typically mirroring a filesystem hierarchy
underlying the web server). In this example, /home/atoz/contact.html is a
path in this hierarchy with a file contact.html that contains the information
to be returned by the web server at www.stanford.edu in response to this
request. The HTML-encoded file contact.html holds the hyperlinks and the
content (in this instance, contact information for Stanford University), as
well as formatting rules for rendering this content in a browser. Such an
http request thus allows us to fetch the content of a page, something that
will prove to be useful to us for crawling and indexing documents.

(from https://nlp.stanford.edu/IR-book/html/htmledition/background-
and-history-1.html)

Search tools

When you're just getting started using the web, it can be quite
overwhelming to understand exactly what tools are best to use to find what
you may be looking for. The web is definitely a two-edged sword; while
the availability of information is astonishing, it also can be quite
intimidating if you do not know how to access it in a way that makes sense.

That is where basic tools come in that can help you organize
information on the web into more meaningful channels. There are three
basic types of search tools that most people use to find what they are
looking for on the web (there's more than this, but these are the basics that
everyone should start with):

Search Engines

Subject Directories

Meta Search Tools

None of these search tools allows you to search the entire web; that
would be an almost impossible task. However, you can use these web
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search tools to scour different parts of the web, obtain different types of
information, and broaden your web search horizons.

Search engines

To get a better idea of a search engine operation we will introduce
you to their main functions

Crawling — A crawler, or web spider, is the part of a search engine
that collects as much information about websites as they can. They search
the Internet to find website addresses, content, and relevant keywords and
links. It collects all this information and stores it in the search engine
database.

Indexing — Once the search engine has gathered all the information,
it indexes it according to specific keywords. Keywords are what people
usually type in to find something or someone. It organizes the information
and keywords for quick access. Search engines use algorithms to search the
web according to certain parameters like keywords. The newest Google
algorithm searches for more than just keywords and this is what SEO,
SEM service providers take into consideration when designing websites,
and marketing plans.

Storage — The information collected from websites is stored in the
search engine database. This is important to make searching the web fast
and easy. The size of the storage will determine how much information is
available to Internet users.

Results — Results are what you get when typing in specific keywords
in search of something. The crawler runs through its index selecting
websites that match that keyword. The search engine algorithms look for
the most relevant content, links, and keywords and rank the results
accordingly. Different search engines will give different results because
they do not use the same algorithm.

However, search results gathered by these search engines are not
always relevant to the topic since these engines are limited by depth of
indexing and due to the efforts of SEO and SMM specialists. This is where
advanced search technigues come handy (see Boolean Search, and
Advanced Search sections)
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(from http://semadvisory.com/4-functions-of-internet-search-
engines-to-help-you-understand-their-importance)

Subject Directories

Subject directories, in general, are smaller and more selective than
search engines. They use categories to focus your search, and their sites are
arranged by categories, not just by keywords. Subject directories are handy
for broad searches, as well as finding specific websites. Most subject
directories’ main purpose is to be informational, rather than commercial. A
translator may find useful specialized web directories focused on one field
or subject for example http://www.auto.mmt.ru/ (motor vehicles and
transport),  https://hro.org  (human rights), http://samod.chat.ru/
(astronomy).

Metasearch Engines

Metasearch engines process your request and send it to multiple
search engines to get their search results from all of them. They use
indexes built by other search engines, aggregating and often post-
processing results in unique ways. Users will receive the best hits to their
keywords from each search engine. Metasearch tools are a good place to
start for very broad results but do not (usually) give the same quality
results as using each search engine and directory. An example of
metasearch engine is https://nigma.eu/.

Search techniques

1: Use unique, specific terms related to the subject you are
researching.

2: Use the minus operator (-) to narrow the search

Terms with multiple meanings can return many unwanted results.
The rarely used but powerful minus operator, equivalent to a Boolean
NOT, can remove many unwanted results. For example, when searching
for the insect caterpillar, references to the company Caterpillar, Inc. will
also be returned. Use Caterpillar -Inc to exclude references to the company
or Caterpillar -Inc -Cat to further refine the search.

3: Use quotation marks for exact phrases

One can often remember parts of phrases one has seen on a Web
page or part of a quotation one wants to track down. Using quotation marks
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around a phrase will return only those exact words in that order. It's one of
the best ways to limit the pages returned. Example: "Be nice to nerds".

4: Don't use common words and punctuation

Common terms like a and the are called stop words and are usually
ignored. Punctuation is also typically ignored. But there are exceptions.
Common words and punctuation marks should be used when searching for
a specific phrase inside quotes. There are cases when common words like
the are significant. For instance, Raven and The Raven return entirely
different results.

5: Capitalization

Most search engines do not distinguish between uppercase and
lowercase, even within quotation marks. The following are all equivalent:
technology, Technology, TECHNOLOGY, “technology”, “Technology”.

6: Drop the suffixes

It is usually best to enter the base word so that you do not exclude
relevant pages. For example, bird and not birds walk and not walked. One
exception is if you are looking for sites that focus on the act of walking,
enter the whole term walking.

7: Use browser history

Many times, | will be researching an item and scanning through
dozens of pages when | suddenly remember something | had originally
dismissed as being irrelevant. If you can remember the general date and
time of the search you can look through the browser history to find the
Web page.

8: Set a time limit — then change tactics

Sometimes, you never can find what you are looking for. Start an
internal clock, and when a certain amount of time has elapsed without
results, stop beating your head against the wall. It is time to try something
else. Use a different search engine, like Yahoo!, Bing, Startpage, or Lycos
or ask a peer. You can try calling support or asking a question in the
appropriate forum.

9: Customize your searches

There are several other less well-known ways to limit the number of
results returned and reduce your search time.
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The plus operator (+): As mentioned above, stop words are typically
ignored by the search engine. The plus operator tells the search engine to
include those words in the result set.

E.qg.: tall +and short will return results that include the word and.

The tilde operator (~): Include a tilde in front of a word to return
results that include synonyms. The tilde operator does not work well for all
terms and sometimes not at all. A search for ~CSS includes the synonym
style and returns fashion related style pages — not exactly, what someone
searching for CSS wants.

E.g.: ~HTML to get results for HTML with synonyms; ~HTML -
HTML to get synonyms only for HTML.

The wildcard operator (*): Google calls it the fill in the blank
operator. For example, amusement * will return pages with amusement and
any other term(s) the Google search engine deems relevant. In some cases,
you can't use wildcards for parts of words. So for example, amusement p*
may be invalid.

The OR operator (|): Use this operator to return results with either of
two terms. For example happy joy will return pages with both happy and
joy, while happy | joy will return pages with either happy or joy.

Numeric ranges: You can refine searches that use numeric terms by
returning a specific range, but you must supply the unit of measurement.
Examples: Windows XP 2003..2005, PC $700 $800.

Site search: Many Web sites have their own site search feature, but
you may find that Google site search will return more pages. When doing
research, it is best to go directly to the source, and site search is a great
way to do that. Example: site: www.intel.com rapid storage technology.

Related sites: For example, related: www.youtube.com can be used
to find sites similar to YouTube.

Change your preferences: Search preferences can be set globally by
clicking on the gear icon in the upper-right corner and selecting Search
Settings. | like to change the Number of Results option to 100 to reduce
total search time.
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Forums-only search: Under the Google logo on the left side of the
search result page, click More | Discussions or go to Google Groups.
Forums are great places to look for solutions to technical problems.

Advanced searches: Click the Advanced Search button by the search
box on the Google start or results page to refine your search by date,
country, amount, language, or other criteria.

Wonder Wheel: The Google Wonder Wheel can visually assist you
as you refine your search from general to specific.

(from https://www.techrepublic.com/blog/10-things/10-tips-for-
smarter-more-efficient-internet-searching)

Boolean operators

Boolean operators form the basis of mathematical sets and database
logic. They connect your search words together to either narrow or broaden
your set of results. The three basic Boolean operators are: AND, OR,
and NOT.

Use AND in a search to narrow your results. By using AND you
tell the database that ALL search terms must be present in the resulting
records.

E.g.: cloning AND humans AND
ethics

The purple triangle in the middle of
the diagram represents the result set for
' cloning this search. It is a small set using AND,
: the combination of all three search words.

Be aware: In many, but not all,
databases, the AND is implied. For
example, Google automatically puts an
AND in between your search terms.
Though all your search terms are included
in the results, they may not be connected

together in the way you want.

E.g.. college students test anxiety is translated to: college AND
students AND test AND anxiety. The words may appear individually
throughout the resulting records, which is not exactly what you want. To
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specify your request you can type in ‘“college students” AND “test
anxiety”. This way, the phrases show up in the results as you expect them
to be.

Use OR in a search to connect two or more similar concepts
(synonyms). It broadens your results,
telling the database that ANY of your
search terms can be present in the
shetnlluz SEUEEEER  resulting records.

E.g.: cloning OR genetics OR
reproduction

All three circles represent the
result set for this search. It is a big set
because any of those words are valid
using the OR operator.

Use NOT in a search to exclude
words from your search thus narrowing your search, telling the database to
ignore concepts that may be implied by your search terms

E.g.: cloning NOT sheep

Databases follow commands you type in and return results based on
those commands. Be aware of the logical order in which words are
connected when using Boolean operators. Databases usually recognize
AND as the primary operator, and will connect concepts with AND
together first. If you use a combination of AND and OR operators in a
search, enclose the words to be together in parentheses. E.g.: ethics AND
(cloning OR reproductive techniques)

Truncation

Truncation, also called stemming, is a technique that broadens your
search to include various word endings and spellings. To use truncation,
enter the root of a word and put the truncation symbol at the end. The
database will return results that include any ending of that root word.

E.g.: child* = child, child’s, children, children’s, childhood

genetic* = genetic, genetics, genetically

Common truncation symbols include: *, !, ?, or #

reproduction
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Wildcards substitute a symbol for one letter of a word. This is useful
if a word is spelled in different ways, but still has the same meaning.

E.g.: wom!n = woman, women; colo?r = color, colour

(from https://libguides.mit.edu/c.php?9=175963&p=1158679)

Search in Translation

Internet search is an integral part of translation and interpreting.
Whenever one gets an order, search is often the first step.

Insight into the subject area and source text basics

One may need to get deeper into the topic, find out details about
equipment mentioned, geographic objects, abbreviations, proper names,
job titles, names of companies and a good deal of other things to get
background knowledge that enables you to make the translation exact and
sound natural to the target audience.

The best source of information on official data about companies,
their structure and units, positions and job titles relevant to the sphere a
company works with is their web sites easily accessible by simple search.
Most of organizations and companies have their web sites in at least two
languages, which makes it a treasure trove for a skilled translator.

Terminology lookup

Dictionaries commonly contain more than one translation option for
a term, to say nothing of general vocabulary equivalents. In this case,
search is essential to choose a correct (more appropriate) version. Here are
some of the ways to help you choose:

1) find explanation of the term in the source language, make sure it is
comprehensive enough (you may need to use multiple reference sources
for that). Then look up the definitions of the target term options and match
with the source term explanation. By punching in each of the translation
options in the target language you can see the number of results and which
Is even more valuable the context and situation where they are used.

2) in order to check a phrase or a complex term you can search for
one in inverted commas “....” specifying the target language in the
advanced search settings. When evaluating search results, make sure the
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websites containing this term or phrase are originally English and refer to
the special field the source text belongs to.

3) for parts in equipment and mechanisms, use pictures and diagrams
to locate the part described with a source term and the possible target
terms. The same applies to plants, structures and other things that can be
described visually.

Hypothesis verification

Some specific words and phrases that are not available in dictionaries
require more elaborate search. Start with dictionary search for separate
words and come up with a word combination based on words
combinability and language norms. In most cases one may have more than
one hypothesis. Put each option in the search box in inverted commas
“....” and evaluate the results. The number of hits is often regarded as a
reliable evident to the validity of a certain option, but it is not enough.
Look at the domains of sites containing this collocation, make sure the
field of science or technology is the same and contexts correspond to the
one in question.

Another case is complex collocations that require exact equivalents,
like international names of companies and job titles where a part of a
complex term can act as hypothesis.

Official information

When translating job titles, company or organization full names,
providing a translation of your own without reference to the internationally
recognized names or the ones in official document may entail serious
repercussions. Web search for official information in this case is the only
possible way, unless the company has a glossary and/or a guide book
specifying these details.

Let us look at the example. We need to translate «/Iupexius
enuHOoro 3akasa obopymoBanus st ADCy». A simple search in the search
engine bring about the following results
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"Oupekuns eguHoro 3akasa obopygoeaHus and A3C" X

Al Images Videos Shopping News Maps Web : More To

@) ATomHan aHeprna 2.0
= hittps:dwww.atomic-energy.ru » dir . - Translate this page

HOunpekuna eguHoro 3akasa obopygoeaHua ana ASC (OE3)
Apr 13, 2023 — QupekuMa eguHoro sakasa obopynoeaHma ana A3C bwina coanaHa B 2007
rogy, Kak genaprameHdt AQ «Atomandepronpom». C 2010 roga no HacToALWEee BpeMA ...

The link in the first search result takes us to the web-site with the
following information

( ]
E My6nukaumm JHUMKNnoneausa ATOMHA® -@) SHePIMN% MapTHepbl
“~_

AupeKuua eguHoro sakasa o60pyfoBaHUs
ana A3C (OE3)”

Ouvpekuna equHoro 3akasa obopygosaHus ana A3C 6bina cosfaHa B 2007 rofy, Kak
nenaprtaMeHT AO «ATOM3Heprornpom».

r{
A

C 2010 ropa no HacTosulee BpeMs [JupeKuna eMHOro 3akasa o60py0BaHUA ANg

It lets us understand that it is/was a subdivision of AO
«ATtomauepronpomy». Luckily enough, the company’s official web-site has
an English version (you can see the language option in the top right corner)
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ATOMENERGOPROM
ROSATOM

OUR COMPANY -PRESS CENTER -PURCHASING AND TENDERS -FORINVESTORS

T Home / Our company
= Sustainability Our company
» Bank Details

JSC Atomenergoprom (full name — Joint Stock Company Atomic Energy Power Corporation, short name — AEP) is a
Contacts Russian state vertical integrated company (currently in the process of organization), which unites circa 50 enterprises of

the nuclear industry. Atomenergoprom provides full production cycle of nuclear power engineering — from uranium

production to nuclear power plant construction and energy generation. AEP already includes such large companies

as Rosenergoatom Concern (#2 in the world by nuclear electricity generation) TVEL (17% of the world nuclear fuel

market), TENEX.

AEP was established in order to consolidate the assets of the civilian part of the Russian nuclear industry which has a
history of over 70 years. It has absorbed the unique experience accumulated across the whole range of technologies of
nuclear fuel cycle and nuclear power plant construction. This huge experience is the basis of Atomenergoprom leadership
in the world market of nuclear technologies.

Our hypothesis is that the english equivalent may include the word
“directorate” which is a common way to render «aupekmus» in names lake
«lupekus enuHOTO 3aKaza obopynoBanms mis ADCy. Unfortunately,
there is no insite search and the search engine query only brings one result
with the word “directod”, but not “directorate”.

site:atomenergoprom.ru/en directorate X .,!; e, Q

Al Images News Videos Shopping Maps Books ¢ More Tools

@ atomenergoprom.ru
https:/fatomenergoprom.ru > corp » manag

Management

Komarov was Deputy Director of the Federal Water Resources Agency. He began his
career at a Russian consulting company, followed by an investment conglomerate.

The next step is to look for documents available on the site. In the section
For Investors we come across Annual report
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OUR COMPANY -PRESS CENTER -PURCHASING AND TENDERS :FOR INVESTORS

Home / For Investors
Important Facts :

Share Capital

For Investors

Corporate Governance
Atomenergoprom discloses information in accordance with requirements of Article 92 of the Federal Law “On Joint Stock
Registrar Companies” No. 208-FZ of 26 December 1995

Atomenergoprom uses bonds and other forms of investment involvement for financing of promising projects.

We are convinced that feedback from investors to the company is of mutual benefit and constitutes an indispensible
element of our activity. We always strive to take into account your requests on increasing the quality of provided services.

Bolshaya Ordynka Str,, 24, 119017 Moscow, Russia
Phone: +7 499 949-29-79, + 7 (499) 949-20-77

The copies of all necessary documents for investors (as stated in FSFR Degree N06-117/n3-+ from 10.10.2006) could be
obtained on request by address: 119017, Moscow, Bolshaya Ordynka Str., 24, 1SC Atomenergoprom. Phone.: +7 499 949-
22-04.

Annual Reports

Annual Report of Atomenergoprom for 2020 (pdf, 6 Mb)

The annual report is a multi-page document in fine print. Going through it
would be time-consuming. That is why we use our hypothesis and Ctrl+F
combination, which narrows down our search to only 4 hits

atomenergoprom.ru/u/file/for_investors/report/aepk_2020_en.pdf @ a Y §

directorate

O

ROSATON

A quick look at each of the results brings us to the likely equivalent

54, CEPD J5C Consolidated NPP Equipment Procurement Directorate (JSC CEPD)

1 ZFAFS IS FAFS Ruscian Bradurtinn Agenciatinn (IS5 7AFS)

To make sure it is the one we need, we give a close word-by-word
examination to the russian source term «Jlupekumsi eIUHOrO 3aKa3a
obopymoBanus s ADCy» and see a 100% match.

The next stage of verification would be to seach for the English equivalent,
which brings about relevant results.
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consolidated NNP equipment procurement directorate X §

All  Shopping Images MNews Videos Maps Web i More
rosatom-europe.com

© p

https:/frosatom-europe.com » how-to-become-a-supplier

Becoming a supplier

The “Directorate for Consolidated Procurement”, another Rosatom subsidiary ..
consolidated purchase orders for nuclear power plant equipment with long ...
Missing: MNP | Show results with: NNP

in) LinkedIn
https:/inulinkedin.com» ...

Oleg Sirazetdinov — Deputy CEO - JSC " Consolidated ...

Mockea, Mockea, Poccua - Deputy CEO - JSC " Consolidated NPP Equipment Procurement
Directorate”

Oleg Sirazetdinov. Deputy CEQ B JSC " Consolidated NPP Equipment Procurement
Directorate” JSC " Consolidated NPP Equipment Procurement Directorate”

dTOMeKC
http:/fwww atomeks.ru » news » online_business_meetin...
Online Business Meeting Appointment Service Available to ...

Procurement with a Pricing Formula,” and JSC ASE EC the Director for Construction and
Installation Works, |. Beltyukov, will talk about the specific features ..

®

e lockopnopauna «Pocatom
hitps:/ireport.rosatom.ru » Lists_of_organizations  xLs

Sheet 1

J5C Consolidated NPP Equipment Procurement Directorate. 315, 315, J5C AtomCapital.
316, 316, LLC INTER RAO Energy Efficiency Centre. 317, 317, KWINDER HOLDINGS ..

So, the equivalent has been found based on hypothesis. Long as it may
seem from the description provided here, it takes lesst than 2 minutes in

real life.
Second opinion

Let us assume that you have used the web site to the full and have all
the “official” equivalents at your fingertips. Now you have to do the
hardest job translating the rest. No doubt, there will be hundreds of
situations where you will be in two minds about the translation of a word
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or a word combination and you will need somebody or something to help
you decide. Internet users on specialized forums and Telegram chats may
offer their opinion or advice. Besides forums web-search can equip you
with glossaries on specific topics and other useful linguistic resources that
may come handy.

Previously translated similar documents

There are a number of tasks that involve translation of standardized
texts. They may be contracts, user guides, technical descriptions, calls for
papers, etc. Assuming the document you’re currently working at, is not
completely unique, it will be a good idea to try and find similar documents
already translated. Firstly, it will provide general understanding of the
specific style features, vocabulary and grammar structures typical for this
type of texts. Besides, it may save time and provide ready-made parts to be
used for translation. Finally, it can serve as a good reference source to
check yourself, some kind of second opinion again.

Converters

For documents that contain measurements, currencies, sizes and
such, built in converters or reference information sources accessed through
search engines are essential.
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SELF-CHECK

1.  Give English equivalents for the following words and word
combinations: ornpaButk 3armpoc, 6paysep, mepeaaBarh JaHHBIE, OBICTPHIN
JIOCTYTN, XPaHWIMIIE, TEMAaTUYECKUM KaTallor, 3HaThb KaK CBOU IISTh
NajbleB, Cy>XaTh MOUCK, PACIIUPSTH MOUCK, KaBbIUKH, 3arjaBHasi OyKBa,
CTpouHass  OyKBa, JIOTUYECKHME CHUMBOJIbI, HACTpaWBaTh  IOUCK,
pPACIIMPEHHBIM IIOUCK, CIEHUAIBHBIM CHUMBOJI, BBIJICJIEHUE OCHOBBI.
3B€3/I04YKa, PELIETKA, PACIUUPEHHBIN MTOUCK, TUIbJA, KaBbIUKH, IBOCTOUYHUE,
TOYKa C 3aISITOW, MHOTOTOYNE, BOCKIMIATENBHBIN 3HAK, BOIPOCUTEIbHbBIN
3HAK, CKOOKH.

2. Refer to ex. 1 and speak about the functions of each Boolean
operator mentioned, its functions and use.

3. Open a search engine and describe the interface using
English equivalents of all menu options.

4. Answer the questions:

1)  When was the Web, as we know it today invented? What
preceded its invention?

2)  What is a client-server design?

3) How does a web-browser operate?

4)  What information does a web-link normally contain?

5)  What search tools do you know?

6)  What are the functions of a search engine?

7)  What is a metasearch engine?

8)  What is a web directory?

9)  How can a translator / interpreter use search engines?

10) What ways can help you to narrow your search?

11) How can one broaden the search enquiry?

12) What Boolean operators do you know and what is their
meaning?
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13) Describe the possible uses of search engines in translation.
14) Provide your own examples for each use.

PRACTICE TASKS

1.  Using web search, find English equivalents for the following
word combinations.

JlemapramMeHT Haza3opa 3a CHUCTEMHO 3HAYUMBIMU KPEIUTHBIMU
opranmzauusamu; Otaenenue no Bmagumupcekoit ob6mactu  ['maBHOTO
ynpaBienuss llenTpaspHoro ©Oanka Poccuiickoit  ®enepanuu 10
entpansHOoMy  (QeaepalbHOMy  OKpyTy; mpeacenatens Komwurera
['ocynapcrBeHHOM JyMbI 11(0) AKOHOMUYECKOU MOJIMTUKE,
IIPOMBIIUIEHHOCTH, VHHOBALlMOHHOMY Pa3BUTHIO 51
IPENITPUHUMATEIBCTBY.

3amecturens llpencemarens llpaBmenus l'asmpoma, reHepanbHBIN
nupekTop CiaykObl KOPHOPATUBHOM 3aIlIUTHI,

ABapuiiHO-TeXHUYECKUH IeHTp Munatoma Poccun.

2. a) Use search engines to find Russian spelling of the names
in bold in sentences below. Translate the sentences.

1) The National Movement for the Liberation of Azawad
(MNLA) and Islamist Ansar Dine are the 2 major Tuareg groups
involved in the current advance.

2)  “Abdel-Fattah el-Sissi is under popular pressure to run. This is
like De Gaulle, like Eisenhower,” Hazem el-Bedwali said, referring to
the French and US war heroes who later took political office.

3) Karima El Mahroug — the night-club dancer whose stage
name is Ruby Rubacuori, or Ruby Heartstealer — says as a child, he was
a victim of rape and abuse.

b) Use search engines to find English spelling of the names
and abbreviations in bold in sentences below. Translate the sentences.
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1) Bctpeua mnponuta B HMcciaenoBaTeIbCKOM IEHTPe  siiePHOM
sHeprerukun  Kamgapam, pacnonoxenHom B byur-gro-Pow,
IIpoBanc, ®paHumus.

2) 3a BBIBECKOHW paauKadbHOH TpynnmupoBKkH «AHcap beiT ajb-
Makiauc»  CKpBIBAIOTCS ~ BOCHH3UPOBAHHBIE  IMOJpa3/ICIICHUS
TEPPOPUCTUUECKON acconnanuu «bpaTes-MmycyjabMaHe».

3) Poccuiickue cpencrsa PObB BbBenmu M3 CTPOSI HEKOTOPHIC BHJIBI
BBICOKOTOYHOI'O OpYyKHs, BKItouas cHapsapl M982 Excalibur u
ooenpumnacel GLSDB, B utore BCY npumiiock 0TKa3aTbCsl OT UX
npuMmeHenus, numet WSJ.

3. When you translate you should convert measurements into
units the target audience is used to. It depends on the country of origin
or residence rather than on language. Fill in the table below. Use the
web to convert the following:

Russia UK USA Germany | Austria

+10C°

0cC°

-10 C°

101 cm (mmaronans TB)
30 m

100 m?

50 ra

90 xm

500 mn

10 000 py®.
38 (pazmep 00OyBH)
25 (pa3mep aet. 00yBH)

44 (pa3mep KeH. OJICHKIbI)

50 (pa3mep MyK. OJI€XKIbI)

128 (pa3mep AeT. oaexabl)
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4. The text below is taken from the official web-site
https://foreign.visu.ru/o-kafedre/istorija-kafedry. Examine the text to
make up a glossary of terms related to higher education in English
(separately for UK and US varians). Use Excel to compile the glossary.

Hctopus crtaHoBIIeHUS M pa3BUTHUs Kadeapbl HHOCTPAHHBIX S3BIKOB
Bal'y

1 aBrycra 1958 roga Bo Buamumupe Obul opraHuzoBaH Quiauan

MOCKOBCKOTO BEUYEpPHET0 MAIIMHOCTPOUTEIBHOIO HMHCTUTYTa C JABYMS
dakynbTeTaMu 1J1sI TOATOTOBKY MHXEHEPOB 0€3 OTPhIBA OT MPOU3BOCTBA.
C »TOrO0 BpEeMEHM H BEIET OTCYET CBOEHM MCTOpUM Bragummupckunii
MOJIMTEXHUYECKUI HHCTUTYT U Kadeapa HHOCTPAHHBIX SI3bIKOB.

B 1958-1959 roawst B uHcTUTyTEe Bragumupckoro dunuana ObLIO
JUIIB JIBa MpenoaBaTesss HHOCTpaHHOTO si3bika — K..H. H.I'. Bonpenkosa
nu cr. mnpen. 3.H. Bsicorckas. C KaXIbIM TOJOM KOJHUYECTBO
npenojasarenei yBenuuuBaiocb. B 1961 rogy Omiia co3mana cekuus
MHOCTPAHHBIX A3bIKOB, KOTOPYIO Bo3riaswia M.I'. bogpenkosa.

B cBa3sm ¢ opraHmsanued — BmaguMuUpCcKOro - BEYEPHETO
MOJIMTEXHUYECKOT0 HHCTUTYTa ¢ 1 ceHTsa0ps 1963 roma oOpasyercs
Kadeapa MHOCTpaHHBIX s3bIKOB BO riaBe ¢ H.I'. boapenkoBoii. bombiioit
BKJIaJl B CTAaHOBJCHHE U pa3BuUTHE Kadeapbl BHECIH BeTEpaHbI-
npenogasarenu H.I'. bonpenkosa, M.D. Crerupes, C.H. Briconkas, E.A.
Hobpsikoa, P.3. Crpensipina, .M. IlleBuenko, A.Il. Ps6oma, P.A.
Cemuna, I['.®. Kpeuoa, M.J. I'pamycoa, T.d. Henuna, M.A.
banudarora, E.A. IllutoBa, JI.T. l'opmikoBa, ®.B. banbiruna, A.A.
Menenkosa, JI.II. Mupomo6oBa, B.A. Kpsutos, JI.A. Cadonona, B.II.
boposkoga, B.C. fxymesa, H.M. barosckas.

B 1965 rony kadenpa crama BHOEpBbIE MNPOBOJIUTH 3aHSITUS C
coUCKaTessiMu, a B 1967 rony opraHu30BaHbl KaHAUJATCKUE 3K3aMEHBI MO
WHOCTPAHHOMY SI3BIKY.

B 1970 rony nHa kadenpe yxke paboraror 29 mnpenomaBarenei,
Kadenapa mmeeT aBa JIUHTaQOHHBIX KabwHEeTa M 4 pagnoPUIIMPOBAHHBIX
KJ1acca. N3nanel NIEpPBbIE y4eOHO-METOANYECKHE nocoous
npenonasarenei: H.I'. boapenkosoi, A.C. Tpemunoun, I'.®. KpeuioBowu,
P.A. Cemunoii, ®.B. bansirunoii, 1'.51. Hemunoii, 3.1. Beicomkoi.
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https://foreign.vlsu.ru/o-kafedre/istorija-kafedry

C mpuxonom 3aBeaytoiero kadenapon kanauaara GUIOIOTHUYECKUX
Hayk M.D. CHerupesa B 1975 rony HauMHarIOTCSl HayYHbIE UCCIIECOBAHUS B
o0JlacT JIEKCUKOJIOTUU W CcTUiIuCTUKU. Ha xadeape paspabarbiBaeTcs u
BHEJIPSIETCSL METOJI KOMILUIEKCHOTO MPEMNOaBaHusl JICKCUKA B paMKax
PO eCCHOHAIBHO-OPUEHTUPOBAHHOTO OOYYEHUS! MHOCTPAHHBIM S3BIKAM.
B ydeOHOM mpolniecce UCMONB3YIOTCS TPU CTAIMOHAPHBIX JIMHTA(POHHBIX
KaOWHeTa, JBEHAJaTh MOPTATHUBHBIX KaOWHETOB, 4 IHAIPOEKTOpa,
kuHomepeABmwkka.  KommektuBom  kadenpsr  um3mano  Oomee 20
METOJIUYECKUX pa3pabdoToK.

B 1983 roany xadenpy BosrnaBuna P.A. Cémuna. Ilox ee
PYKOBOJICTBOM YCHELIHO Pa3BUBAJIOCH podeCcCuOHAIBHO-
OpUEHTUPOBAHHOE 00yueHue. OOydeHne UHOCTPAHHOMY SI3BIKY IO KaXKJ10M
CHEIUAILHOCTH By3a ObUIO  oOecriedyeHO  y4eOHO-METOAMYECKUMU
OCOOUSIMHU.

B 1993 romy 3aBemyromwum Kadeapoll Ha3HAu€Ha KaHJIUJAT
dunonornueckux Hayk A.B. IloactpaxoBa. Ha xadenpe mnomyyaror
pa3BUTHE UCCICAOBaHUS TPOOJIEM  MEXKKYJIBTYpPHOTO OOIICHHUS W
MEXBSI3BIKOBOM KOMMYHHKAIIHH.

[lenoit smoxoil nnst xku3HU Kadeapsl sBWIACH MpodeccHoHaNbHAS
nesitenbHOCTh Exarepunnl [laBnoBHB MapsiueBoii, KoTopas Obutia ee
OECCMEHHBIM pyKoBoauTeaeM B TedeHue 25 ser. Ona Obuta u30OpaHa
3aBeayromuM Kadeapoit B 1996 romy.

C npuxogom E.II. MapeiueBoidi akTUBHO pa3padaTbIBaOTCS
COBPEMEHHBIC TEXHOJOTUM O0YyUYEHHUSI MHOCTPAHHBIM SI3bIKAM, B TOM YHUCIIC
S3BIKOBBIC TIOPTQENN U AUCTAHIIMOHHOE oOydeHue. bonbmioe BHUMaHUeE
yACNSI0Ch KoMIbloTepu3anuu. Ha kadenpe mosiBisieTCss KOMIbIOTEPHBIN
KJIacC U MyJIbTUMEAUHbIE cpeacTBa 00yuenus. [Iponomkaercs padora no
y4eOHO-METOAMICCKOMY OOECIIEUCHHI0 00pa3oBaTEIbLHON JEITCIHBHOCTH.
PazBuBaroTcs KOHTAKThI v 3apyOeKHBIMU YHUBEPCHUTETAMH.
[IpenogaBatenu  kadeAapbl  MOTYyYarOT BO3MOXKHOCTH  ydacTHsl B
MEXIYHAPOIHBIX MTPOTpaMMax.

B 2001 romy oOTKpbIBaeTca IMOArOTOBKAa MO  MpOrpamme
JOTIOTHATEIFHOTO TpodeccrnonansHoro obpaszoBanus «llepeBomunk B
chepe mpodecCuoHATBPHOW KOMMYHUKAIIMNY, OJarojgapsi 4eMy CTYJICHTHI
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BCEX CHEUUAJbHOCTEN YHHUBEPCUTETAa MOIYT VYINIYOJIEHHO HW3y4aTh
WHOCTpPAHHBIC A3BIKK U MOJIyYaTh JOMOJTHUTEIbHYIO KBATM(PUKALIHIO.

B 2008 romy kadenpa HauMHAEeT peaIM3aMI0 MOJATOTOBKH
OakanaBpoB 1o HanpasieHuto 45.03.02 Jlunrsucrtuka, npoduis - [lepeBon
u mnepeBojoBeneHrne. C 3TOro BpeMEHU BeleTcss paboTa 1Mo y4yeOHO-
METOANYECKOMY OOECIIEUECHUIO MPOrpaMMbl OakanaBpuaTa, IPUBJICUCHUIO
BEIyIINX CIEHUAINCTOB TNEPEBOJAUYECKMX KOMIIAHUW K MPOBEACHUIO
MPaKTUYECKUX 3aHIATHH W TPOU3BOACTBEHHON TMPAKTHUKUA CTYJICHTOB.
BoinmyckHHKN KadeIphl YCHEIHO TPYAOYyCTPAUBAIOTCS B MEPEBOJIYECKHX
KOMITaHUSIX, 00pa3oBaTesbHbIX YUPEKICHUSX, OpraHu3alMsIX,
B3aMMOJICHCTBYIOMIMX C 3apyOCKHBIMU TAPTHEPAMHU.

Cetiuac Ha kKadenpe pabotaroT 35 mpenomaBarencii (mpodeccopa,
JIOLIEHTHI, CTapIlIMe IMPENnoJaBaTed, acCUCTEHTHbI), OoJiee TMOJOBHHBI U3
HUX MUMEIOT YYEHbIC CTEMEHU JOKTOpa U KaHAWaTa HAyK, YUCHbIC 3BaHUS
npodeccopa u pgoueHra. [IpernogaBaTenn MOCTOSHHO COBEPIIEHCTBYIOT
CBOM MNpO(ECCHOHAJIbHbIE KOMIIETEHUMHW Ha Kypcax IOBBILIECHUS
KBATM(UKAIIMN U CTAXUPOBKAX, pa3paldaThIBAlOT COBPEMEHHbBIE Y4eOHO-
METOJIUYECKUE TMOCOO0MsS M YYEOHUKH, MPOSBIAIOT MyOJUKAIMOHHYIO
aKTUBHOCTh. MoopIe MpernojaBaTenn padoTaloT HaJ auccepTanusmu. B
HAy4YHO-UCCIIEA0BATEIbCKYI0 pabdoTy Kadeapbl BOBJIEKAIOTCS CTYIEHTHI-
JIMHTBUCTBI, KOTOpPbIE MOJ PYKOBOJCTBOM IpernoAaBaTeieii ydyacTBYIOT B
npo(ecCHOHANbHBIX ~ TBOPYECKUX  KOHKYpCaX, MEXAYHAapOIHBIX U
BCEPOCCUICKUX KOH(EpeHLMsX, MyOJUKYIOT CTaTbu B COOpPHHUKAX
HAYYHBIX TPYIOB.

5.  Compile a list of specialized web directories for the following
fields:
o soil study,
o medical equipment,
o machine tools,
o environmental studies
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TUTORIAL

1.  Choose any two search engines and compare their advanced
search options and Boolean operators. Practice search, analyze results
and provide conclusions.

2. Translate the text below. It is a call for papers for a
conference. Use advanced search where necessary.

MockoBckuii rocy1apcTBEHHbINM yHUBEpcUTET uMeHU M. B. JlIomoHOCOBa
COBMECTHO ¢ MexayHapoJHOM accolMalyeil mpernoaaBaresieil pycckoro s3bika
u nuteparypsl (MAIIPAJD) npoBoaut

V MexkayHapoIHbIi KOHIpecce HecaeaoBaTeN el pyccKoro si3bIKa

Pycckuil A3bIK: HCTOPUYECKHE CYIbObI
U COBPEMEHHOCTh

18-21 mapta 2019 r. Ha ¢unonoruyeckom akynprere MI'Y nmenu M. B. JlomoHOCOBa

CocraB Oprkommurera

[Tpencenarens Oprromutera Konrpecca — pexrop MI'Y akanemuxk PAH Bukrop
AnToHOBNY CaoBHMYHH

3amecturens [Ipencenarens Oprkomurera, [Ipencenarens [Iporpammuoro Komurera —
nekaH ¢unonornyeckoro pakynbrera MI'Y, 3aB. kadeapoit pycckoro si3pika, mpogeccop
Mapuna JleontbeBna PemueBa

3amecrturens [Ipeacenarens Oprkomurera — 3aB. JJabopaTopueil 001Iel 1 KOMIBIOTEPHOI
JIEKCUKOJIOTHH | JIeKcuKorpaduu npodeccop Anaroanii Anarojasesuy [lorukapnos
VYyenslit cekperapb Oprkomurera — ctapumnii Hayunblil cotpyanuk CypoBueBa Exarepuna
BaagumupoBHa

OtBeTrcTBEHHBIN ceKpeTapb OPrkoOMUTETA 110 TEXHUYECKOMY COIIPOBOXKIEHUIO —
AJiekcanap AJiekcanaposuyd Bapiamos

TemaTnueckue HanpaBJieHUs PpadoOThI KOHIpecca

AKTyalbHbIE TEOPETUYECKUE aCTIEKThl COBPEMEHHOT'O PAa3BUTUS PYCCKOTO S3bIKA.
Pycckuii s13bIK B €r0 HCTOPUU U MPEIBICTOPUN.
[Tpo6sieMbl KOMITBIOTEPHOTO U MAaTEMATHUECKOT0 aHAJIN3a PYCCKOIO S3bIKA.
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Pycckuil 361K B Xy10/KECTBEHHOU JIUTEPATYPE, AEI0BOU peun, IHTepHeTe u Ipyrux poaax
U BUJAX CIIOBECHOCTH.

Pycckuii S13bIK Kak CpeCTBO MEXITYHAPOTHOTO M MEKHAIIMOHAIBHOTO OOIIEHUS

B COBPEMEHHBIX I'€ONOJUTUYECKUX YCIOBHSIX.

JIMHrBUCTHYECKHE aCIEKThI aHAIN3a TPAJULIMOHHOTO U COBPEMEHHOT'O PyCCKOro (onbkiiopa
U OOBIICHHOTO SA3bIKA.

[TpoOnemsl npenoaaBaHus pyccKoro si3blka Kak poJHOr0, HEPOJHOI'0, HHOCTPAHHOTO.
[TpoGIieMbl IMHIBUCTHUECKOM 3KCIEPTU3BI PYCCKUX TEKCTOB.

Cpoku nogaum Te3ncoB

Peructpanus tezucos HaunHaercs ¢ 20 aBrycra 2018 1.

Tesucel mpuaUMarotcs 10 11 Hos6pst 2018 roga (BKIFOYUTEIHEHO) 11O AJICKTPOHHOU MOYTE
rlc2014@philol.msu.ru.

Penen3upoBanue MpUCIIaHHBIX TE3UCOB OCYIIECTBIISETCS MO TE3UCaM, aBTOPCTBO KOTOPBIX
JUTS PELIEH3EHTOB Heu3BeCcTHO. JlJ1st 3TOro mpuckuiaeTces aBa (aiia — B IIEPBOM COJCPKHUTCS

Ha3BaHME JOKJIaJa M TEKCT TE3UCOB, HO 0€3 YKa3aHMs X aBTOPCTBA («(haiia ¢ TEKCTOMY).
Bo BrOpom — yka3aHue aBTOpOB U Ha3BaHUs Jokiaja («dailsi ¢ ykazaHueMm aBTopa, HO 0e3

TEKCTa TE3MCOB JIOKIa/1a» (OH )K€ perucTpannoHHas Gopma)).

Pemenue o npuHATHN Wi 00 OTKIIOHEHUH TE3MCOB HA OCHOBE perieHwus [IporpaMmmHOro
KomuTtera Gynet coobuieHo k 12 nexadbps 2018 r.

TpeOoBanus kK 0()OPMJIEHUIO TE3UCOB

1) «®aiin ¢ TeKCTOM.

Te3ucel MpUCHLIAIOTCS 10 3JIEKTPOHHOM MOYTE TOJIBKO B BUJIE MPUIIOKEHUSI.

®opmartsl ¢ainos: *.doc, *.docx unn *.rtf.

O6mwem Te3ucoB — He Oonee 2 crpanull (mpuban3uTenbHo 6500 neyaTHBIX 3HAKOB).
HIpudt — Times New Roman, kerns — 12 pt.

[Tonst nokymeHTa — 2,5 cM (Bce 4eThIpe).

MexayCcTpOUHbIN UHTEPBaI — OJUHAPHBIN.

2) «®aiin ¢ TeKCcToOM» 0pOpMIISIETCS CAEAYIOLIMM 00pa3oM (Kaxblil MyHKT — HOBBIN ab3an):
Hazsanune nokmana.

KiroueBsie cioBa (He 0osiee 5 CJIOB U/MIIM CTIOBOCOYETAHUH ).

Kparkas annoTanus Ha anrinuiickoM s3bike (1-4 ¢passl, 10 500 meyaTHBIX 3HAKOB).

[lanee cienyer TEKCT TE3UCOB.

2) O6pazen «®Paiina ¢ ykazaHueM aBTopa, HO 0e3 TeKCTa» (OH e perucTpanroHHas ¢popma)

MOXXHO CKa4aTh 371€Ch.
SI3BIK TE3UCOB — pYCCKHﬁ. Te3ucel moKIaga JOIKHEI OBITh 00S13aTE€IIBHO CHAOKEHBI KpaTKDfI

aHHOTaNMEN Ha aHTJINHCKOM SI3LIKE.
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Paboune s3b1KM ipeicTaBieHus 10kian0B Ha Konrpecce — pycckuii, aHTIIMHACKUH,
HEMELKHA, PpaHIly3CKUNA, HCTIAHCKU.

Iy0uukanus Te3ucoB

COopHuK Te3ucoB OyaeT onyonukoBaH k Hauany Konrpecca u OyneT B pacriopssKeHUU
3aperucTpupoBaHHBIX yyacTHUKOB KoHrpecca.

J{oOpo moxaaoBaTh!

3amecmumens Ilpeocedamens Opexomumema Konepecca
IIpeoceoamensv Ilpocpammmnoco komumema

Hexan ¢unonocuueckozo gpaxynomema MI'Y M. JI. Pemnesa

Anpec Oprxkomurera Konrpecca

119991, Mockaa, I'CII-1, Jlenunckue ropst, MI'Y um. M. B. JlomonocoBa, 1-ii kopmyc
TyMaHUTapHbIX (paKyabTETOB, KOMHaTa 935

Ten./ pakc: +7 (495) 939-31-78

OnexTponHsIii aapec: rlc2014@philol.msu.ru

For formatting rules see Appendix 1, for report structure refer to
Appendix 2, a sample tutorial report can be found in Appendix 3
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UNIT 3
ELECTRONIC DICTIONARIES

Pre-reading tasks

Make sure you know Russian equivalents of the following words
and word combinations

Headword, inflected languages, intransitive verbs, conjugator,
explanatory dictionaries, pronunciation dictionaries, dictionary of idioms,
PED, durable casing material, desktop dictionaries, cloud-based
dictionaries.

Introduction

An electronic dictionary is a dictionary whose data exists in digital
form and can be accessed through a number of different media. Electronic
dictionaries can be found in several forms, including software installed on
tablet or desktop computers, mobile apps, web applications, and as a built-
in function of E-readers. They may be free or require payment.

Most of the early electronic dictionaries were, in effect, print
dictionaries made available in digital form: the content was identical, but
the electronic editions provided users with more powerful search functions.
But soon the opportunities offered by digital media began to be exploited.
Two obvious advantages are that limitations of space (and the need to
optimize its use) become less pressing, so additional content can be
provided; and the possibility arises of including multimedia content, such
as audio pronunciations and video clips.

Electronic dictionary databases, especially those included with
software dictionaries are often extensive and can contain up to 500,000
headwords and definitions, verb conjugation tables, and a grammar
reference section. Bilingual electronic dictionaries and monolingual
dictionaries of inflected languages often include an interactive verb
conjugator, and are capable of word stemming and lemmatization.
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Publishers and developers of electronic dictionaries may offer native
content from their own lexicographers, licensed data from print
publications, or both, as in the case of Babylon offering premium content
from Merriam Webster, and Ultralingua offering additional premium
content from Collins, Masson, and Simon & Schuster, and Paragon
Software offering original content from Duden, Britannica, Harrap,
Merriam-Webster and Oxford.

( from https://en.wikipedia.org/wiki/Electronic_dictionary)

Today electronic dictionaries are in abundance, they come in various
types and sizes, they differ in form, functions and types. So, the choice
may be quite challenging and should be made with regard to the purpose
and task.

Just like conventional paper dictionaries, EDs can be monolingual
and bi-lingual. The former are represented by dictionaries of synonyms and
antonyms, explanatory dictionaries, pronunciation dictionaries, etc. The
latter include general and specialized dictionaries containing equivalents
for one language pair (= two languages). Unlike paper dictionaries which
have two different sections for each language pair (e.g.: English-Russian
and Russian-English), electronic dictionaries are made up of cross-coded
entries which work equally fast in both directions and you don’t need to
switch.

If we take into account the form EDs come in, we can distinguish
between the following types:

PED — portable (hadheld) electronic dictionaries. They are miniature
laptop computers with full keyboards and LCD screen battery-powered and
made with durable casing material. Besides translation their features
include stroke order animations; voice output; handwriting recognition;
language-learning programs; organizer functions; encyclopedias, time zone
and currency converter. PEDs used to be popular, however due to advance
of smartphone technologies and applications they have lost their
popularity.

Smartphone apps — applications containing dictionary database
which can be downloaded and installed on your phone. They may come in
two formats: on-line and off-line. The former usually feature a good
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database with multiple options; however, require internet access for
operation. The latter require more storage capacity on your phone but work
offline and are available anytime and anywhere.

Desktop dictionaries are installed on your PC. They can be
downloadable or come on CD- or DVD-ROMs. Typically, desktop
dictionaries have good customizing options, allow to create user’s
dictionaries for different projects; contain grammar module to show all
forms of a word; include both general and specialized dictionaries and
have a learner’s module to practice and memorize new words and word
combinations.

Online dictionaries are so varied and numerous that can hardly be
described without speaking about each sub-type individually.

Online dictionaries from prominent lexicographers and publishing

houses. Most monolingual dictionaries contain explanation, examples;
provide voice output alongside transcription, and some etymology data.
Besides they have thesaurus which provides synonyms, antonyms and
related words.
Monolingual dictionaries are explanatory which means that they provide
definitions for each word. Today, however, they go far beyond the
boundaries of a traditional explanatory dictionary. Let us give a brief
overview of the most common monolingual dictionaries.

Oxford Learner’s Dictionary https://www.oxfordlearnersdictionaries.com
As the name suggests, it has a number of valuable options to encourage
English learners. The home page contains resources to expand vocabulary
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New Words

Topic Dictionaries

NEW words and meanings added: Our Topic Dictionaries are lists of topic-
March 2024 related words, like Animals and Health, that
can help you expand your vocabulary. Each
topic is divided into smaller subtopics and

With the Summer Olympics coming up, the every word has a CEFR level.
main focus for our latest release is on the
world of sport.

Game on or game over?

Browse Topics

Worrying about your team’s back four in the Grammar practice OptionS
relegation six-pointer? Did one of your .
team’s blueliners just score an empty- Learn & Practise Grammar

netter? Or maybe you prefer T20™, with the

drama of one-dayers and super overs, or just Our grammar pages combine clear

like to pay your green fee and get started on explanations with interactive exercises to test
the front nine? your understanding.
We've added over 170 new words and WOI‘d ||StS Wlth fl |terS

meanings from sport and other topics.
] Word lists
Trending words

Our word lists are designed to help learners
Spread the Word

at any level focus on the most important

Arecent addition to our online dictionary is words to learn.

the term culture war, which is used to Explore our general English and academic
describe the conflict between groups of English lists.

people with different ideals and beliefs.

Topic dictionaries

It provides comprehensive description of words and examples
illustrating each meaning, as well as the word level according to CERF and
related words. Common abbreviations (like MRI or GDP are available),
but others, more specific, were missing.

M RI noun

‘:)) /.em a:r'ar/
Q) /.em arr'ar/

[uncountable, countable] (medical)

# a method of using a strong magnetic field to produce an image of the inside of a person’s body (the

abbreviation for ‘magnetic resonance imaging’)

+ The researchers used MRI to record the brain activity.

« When | twisted my ankle and had to have an MRI (= a medical examination using MRI).
« an MRl scan

TOPICS Healthcare

52



Phrases that are not available as collocations in the dictionary based
on the assumption that the user has made a spelling mistake

No exact match found for “perennial grasses” in English

Did you mean:

* evening classes
e marram grasses
* opera glasses
® perennials

® French presses

Nearest results from our other dictionaries and grammar
usage guide:

American English

marram grasses
opera glasses
perennials

French presses

bell glasses

In our example search, only the word perennials has to do with our
actual search query. So, the dictionary is a good option for english learners,
but looks a bit limited for translator’s demands. The same downside
reveals itself when dealing with abbreviations. PRT which stands for
Platinum Resistance Thermometer is recognised by the dictionary search
as a misspellt word. No suggestions for similar abbreviations are provided.

No exact match found for “PRT” in English

Did you mean:

* part
® pert
¢ port
® prat
e Art

Collins online dictionary https://www.collinsdictionary.com

Collins online dictionary and reference resources draw on the wealth
of reliable and authoritative information about language, thanks to the
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extensive use of our corpora - vast databases of language - both in English
and in other languages. Besides monolingual explanations, it has a number
of language pairs and diverse additional tools. English-Russian dictionary
Is not available though.

Collins

English Dictionary,

%=

English-German Dictionary

English-Portuguese Dictionary,

®

English-Hindi Dictionary:

English-Korean Dictionary,

Collins

English-French Dictionary,

®

gn up for our newsletter

Q -2

D
=3

Scrabble
English-Italian Dictionary.

0

S

Translator Thesaurus
English-Spanish Dictionary,
g @
Quiz Wordle Helper

English-Chinese Dictionary

|
L1
onjugations

R

Easy Learning Grammar

Collins COBUILD Engllsh Usage explains and illustrates the different

between synonyms and commonly confused words
1 “border’
Ta ble Of co ntentS The border between two countries is the dividing line between them.

ashamed - embarrassed
assignment - homework
assist - be present
assure - ensure - insure
athletics - athletic

aural - oral

bad - badly

bank - bench - seat

bare - barely

bass - base

bath - bathe

beach - shore - coast
bear - bare

beside - besides

They crossed the border into Mexico.

We stayed in a village near the German-Polish border.

2 *frontier'
A frontier is a border with official points for people to cross, often with guards.

Only three thousand soldiers were guarding the entire frontier.

They introduced stricter frontier controls.

You talk about one country's border or frontier with another.

She lives in a small Dutch town a mile from the border with Germany.

Spain reopened its frontier with Gibraltar.

3 “boundary'
The boundary of a region or area of land is its outer edge.

There are fences round the boundary of the National Park.
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The dictionary itself has a vast vocabulary base and the information
available about each word is impressive. It can be given as a summary on
one page or shown in detail in different tabs.

Summary Synonyms Pronunciation Collocations Senter »

(
1

treatY Word Frequency @ 0000

S

Definition of 'treaty’

Collins COBUILD

(triti ) @)

Word forms: plural treaties o9

COUNTABLE NOUN

A treaty is a written agreement between countries in which they agree to do a particular thing or to help
each other.

A formal peace treaty was signed later that year. [

...a global treaty on cutting emissions. [+ on] EI‘D

Synonyms: agreement, pact, contract, bond  More Synonyms of treaty

Due to integrated corpora, it automatically selects and fetches real contexts
for phrases without providing their explanation though (it breaks down
phrases into separate words and gives definitions separately)
perennial grasses

Collins COBUILD

A These examples have been automatically selected and may contain sensitive content that does not reflect the opinions or policies of
Collins, or its parent company HarperCollins.
We welcome feedback: you can select the flag against a sentence to report it.

Read more...

A backbone of evergreen structural plants can be softened by perennial grasses. ~

Tmes, Sunpay TIMES

They are often large, annual or perennial grasses, growing to 13 m tall. ~

Rerrievep From Wikreepia CC BY-54 3.0 A...

55



grass
Collins COBUILD

(gras4) @.g=s @ )

VARIAELE NOUN XD

surface of the ground. [...]

See full entry for 'grass’

Collins COBUILD Advanced Learner’s Dictionary. Copyright @ HarperCollins Publishers

Definition of 'perennial’

perennial
Collins COBUILD

(parenisl 4) @)

ADJECTIVE [usually ADJECTIVE noun]

When it comes to abbreviations, Collins seems to have a more
comprehensive database than Oxford Learners Dictionary. For example,
for our search PRT, as least 3 options were offerd

= Collins =

PRT

Summary Definitions

PRT

in British English
ABEREVIATION FOR

1. messaging & social media
party

2. personal rapid transit

Merriam-Webster dictionary https://www.merriam-webster.com/
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Its history goes back to the beginning of American lexicography when
Noah Webster compiled his first dictionary to specify the differences
between British and American Variants of English.

The current online version features concise definitions and ample
information structured as vertically arranged tabs including definition,
synonyms, examples, etymology, etc.

Dictionary  Thesaurus pestiferous

Est. 1828

Dictionary pestifer Ous adjective

} Definition

pes-tif-er-ous ( pe-'sti-f(s-)ras «

1 X R
Synonyms Synonyms of pestiferous

Example Sentences 1 :dangerous to society : PERNICIOUS

Word History 2 a:carrying or propagating infection : PESTILENTIAL

Related Articles b : infected with a pestilential disease

Entries Near
3 :TROUBLESOME, ANNOYING

Cite this Entry

[)ESIiI‘Cl'() llSl.\' adverh
pestiferousness noun

Share
Kids Definition

Medical Definition

Suggestions for phrases that are not in the dictionary are quite relevant
with both of the components used as keywords. Our query “perennial
grasses” brought about collocations with the words “perennial” and
“grasses”, which is a better result than that of Oxford Learner’s Dictionary,
but not quite as helpful as the corpus (concordance) approach used by
Colllins Dictionary.
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Dictionary  Thesaurus perennial grasses n Games & Quizzes
\

“perennial grasses”

The word you've entered isn't in the dictionary. Click on a spelling suggestion below
or try again using the search bar above.

perennial

perennial ryegrasses
perennial peppergrasses
vernal grasses

perennial ragweeds

perennial ryegrass

Our experiments with abbreviations revealed only the cost common
shortenings are available, with more specified like PRT missing.

Bilingual on-line dictionaries offer less options compared to
monolingual ones and hardly ever contain etymology information but are
the ones translators use in everyday basis. The two types of dictionaries we
are going to discuss here are open for editing and closed. Let us look at the
most common dictionaries available free from non-commercial publishers.

Wooordhunt https://wooordhunt.ru/

The online dictionary contains over 120.000 dictionary entries
providing examples, collocations, transcription with voiceover for British
and American English as well as customization options for registered users
and built-in machine translation tools, which makes it an almost perfect
tool for language learners and quite helpful for translators, as collocations
and examples provided may lead to better hypothesis and more natural
collocations.
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Pestiferous " *"°

axep. |pe'stiforas| ) epum. |pe’stif(a)ras| )
Russian English

epedHbiil, Had00ed Uablil, PACNPOCTNPAHAIOWUIL 3aPasy, 31060HHbII, COKYWIAUEHIIL, ONACHBII

2P

- PACTIPOCTPaHSAIOINIMIT 3apasy, 3apasHbIi

poor pestiferous creatures — Hec3acTHbIe GOJIBHbIE JIOIH

- BpeIHBI, OACHEIH
pestiferous air [climate] — BpenmEeii Boaayx [rmivar)

pestiferous exhalations — spexnssle nenaperns

- BpeIHBbIH, TJIeTBOPHEII, ONACHBIH

pestiferous sect — omacuag cexra
pestiferous hordes of gamblers and sharpers — mHoMecTEO OmacHEIX 1 06IIECTER HIPOKOE H IIYJIEPOE

pestiferous doctrine — onacmas noxTpuHa

- pass. HAAOEOJIUBEIH, JOKYYIHBEIH

pestiferous fellow — HamoemtwebIf THO

Croeocovemanus
to pursue a pestiferous occupation — npomomKaTh 3aHHMATbCA BPEIHTENBCKON JEATENBHOCTRIO
pestiferous climate — eBpensei KIMMaT

pestiferous air — BpenHbIi Bo3gyx

ITpumeptt ¢ nepeeodom

A pestiferous weed that has given gardeners no end of grief.
Hadoedaueviit coprax, komopotii docmasasem cadosodam HECKORHAEMBIE OZ0PHEHLA.

It can also work as explanatory dictionary providing definitions and
synonyms for each meaning described.

Pestiferous ~“ "

avep. |pe'stiforas| )  pum. |pe’stif(s)ras| )
Russian |English

adjective

- contaminated with infecting organisms (syn- dirty
- likely to spread and cause an epidemic disease (syn- pestilent, pestilential
- tending to corrupt or pervert (syn: corruptive, perversive

- causing irritation or annoyance (syn: annoying, bothersome, galling, irritating, nettlesome, pesky, pestering, plaguy. teasing, vexatious

vexing,

Multitran www.multitran.com

Multitran is an editable Russian multilingual online dictionary
launched on 1 April 2001. The English—Russian—English dictionary
contains over four million entries, while the total database has about eight
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million entries. The dictionary has a function for reporting translation
errors for registered users.

Every registered user is technically allowed to expand the
dictionaries online (over 1000 translators are active contributors). The
platform offers alphabetical, morphological, word-combination search. It
also provides simultaneous search in the dictionaries, forums, and in the
database of English and Russian parallel sentences.

Besides the English-Russian translation pair, it features over a dozen of others
(as of 2024, the exact number is 15), with reading room in nearly 30 languages.

Sign in | English | Terms of Use

orcnonam ] roum ] commacrs

(

English-Russian
Turkish-Russian
German-Russian
Chinese-Russian
French-Russian

Reading room
Text alignment
Advanced word search

Languages | All languages

; 3 Arabic
Italian-Russian
Basque
Popular dictionaries Bulgarian

English-Russian
German-Russian

Catalan

. Chinese
French-Russian e
SR $73 Croatian
Spanish-Russian L
Italian-Russian C Ze‘f ;
Chinese-Russian Danish
English-German Dutch
English-French English
Latvian-Russian Estonian
Dutch-Russian Finnish
English-Spanish French
Ger 11}311—F1 e.nch G
English-Italian T

25 Greek
English-Japanese - .
i ungarian
English-Dutch R
Irish
Italian
Japanese
Latin
Latvian
Lithuanian
Maltese

Norwegian Bokmal
Polish

Portuguese
Romanian
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The platform also allows advanced search which uses symbols and
Boolean operators typical for search engines

Advanced word search - Russian

[ || search | (J noun ] case sensitive
OJ proper ) ignore letter order
(J common ) sort by length
) adjective [ beginning of word
) verb ] end of word

) other parts of speech  * any letters
JRussianonly: é=e  ? any letter

Examples:

00000000, a0Braexs. abedefg word contains letters in any order

[cynmep word starts with substring

ocTh) word ends with substring

[eT*a] word start and ends with specified substrings

[eT?a] word start and ends with specified substrings and contains any letter in the middle
[ro1] word contains specified letters in any order

The Text alignment feature allows to compare source and target
language files side by side. This tool identifies and pairs corresponding
segments, aligning them to establish connections between the original
content and its translation. Within the tool, you can review the alignments
and make amendments, if necessary, before importing the translation units
Into a translation memory.

The editable nature of the dictionary makes the platform the richest
collection of translation solutions from different users, which together with
specialized dictionaries representing all spheres imaginable accounts for its
leading position in the Russian language translation community.

[PrT ] ([search ] English 2 | Russian v
Google | Forvo | +
to phrases
PRT abbr stresses
auto. CHCTEMA CKOPOCTHBIX MACCAKHPCKHX MEPEBO3OK (personal rapid transit)
busin. HAJIOT Ha JOXOX OT mpoxaxH HetH (petroleum revenue tas
genet. BEJIOK (VladStrannik
metrol. IUIATHHOBBI TePMOMETP compoTHBIeHHA (plat meter Yakov

mil. TPYIINa 10 BOCCTAHOB/ICHHIO MIPOBHHIIHH (Pro
0&G TIPHCTIOCOOTeHHE 114 mogséMa Tpyosr (Mi
(MichaelBurov,

truction Team yevsey
DPHCIIOCOOMCHHA ANA KPEIUICHHA TPy npH mombéMe (MichaelBurov): MHCTPYMEHT ITA H3BICUCHHA TPYOBI

oil agEKHOCTS (prod
CKHIT TPAHCIIO]

~Odeychuk)

transp. wpid transit" 4lex_Odeychuk): mepcoHansHBbIil GBICTPBIN TOPOICKOH OOIICCTBEHHBI TPAHCHIOPT (COKp. OT

In screenshot above you can see comment available in gray font and
the names of registered users who edited the dictionary entry in blue italics
(e.g. Alex_Odeychuk, MichaelBurov).

Another community-building feature that may be helpful to both new
translators and experienced ones is a forum where any registered user can
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ask for advice specifying the difficulty they are struggling with, the
immediate language context and general information about the source of
the text, the customer and other details, which can contribute to better
understanding of the situation. The unspoken “translation ethics code”
suggests that sharing translator’s own variants and doubts is a must. In
most cases, especially if the query was well-prepared, the struggling
translator will be given a helping hand.

orcrionasr | “rorun ] contacrs

i-tiger2018 &2 link 9.07.2024 21:06

Subject: agaaH3BI KPOBD OONIMI H OHOXHMHA H MOYA

Jobporo BpeMA CyTOK
IIponry Bac moMoub pa3odpaTbea B CISTYIOMEM

OOIIHIT aHATH3 KPOBH

Oommuit anamus kposu / Clinical blood test : He-x r/m: Op-x: Jlefik x; b-; 9-x, I1-x, C-x, JI-x, M-x CO2-x
Kak A HoHATa 370 reMornoous/ Hb /Spurpommrsr’ RBC /aefikomutsy WBCC ??2/O6mmit 6emox/ TP //3-x/
xxx HE ITOHATHO UTO TAKOE 303MHO®MIIBI? NIH OITATH SPUTPOIIMTHI/ tpomoomutsy PLT /,
C-x, JI-x, M-x 3[TECB TOE HE ITIOHATHO YTO 3TO 3HAUHNT/ ESR

TaK JKe He COBCEM ACHO ¢ OmoxmuMmueii Broxmvuraeckuii an-3 kposu: AJIT-x E/JI, ACT-x, IITH-100%, ¢-u x
r/am, AUTB 31"

B OCOOSHHOCTH 4TO TaKoe (-H X I/1I A mepeBena caeayrommuym oopaszom SPGT-x wl ., AspAT -x. PTI -100%.
XXXX, APPT31"

M o0mui aHaTH3 MouH OOIMIHHA aHATH3 MOYH: LIB CB.K.. Ipo3p. yB 1015, rroko3a-oTp, 0e10K-0Tp. TeHK- 3-48
. 3p. 3p-3-4, snut-3-4 B 1. 3p. Common urine test : colour light yellow. transparent. vol. specific volume
1015, gucose-negative, protein-negative, leukocytes 3-4 in field of vision, erythrocytes-3-4. epithelium-3-4
in field of vision.

3apaHee OIarogapro

Maksym Kozub &2 link 9.07.2024 21:29
"B" — Ga3o(HIBL
"3" — 303HHOGHTEL
"M" — MOHOLHTEL.
CoOcTBEHHO. BHAYale CTAl IHCATh. a TOJIBKO YTO YBHISH, YTO AHAJOTHYHBIH BONIPOC YKE 3aJaBalci B
OPYyroM  MECT€  BOCEMb  JIeT  Hasad, M TaM HAa  HETO  NPaBHIPHO  OTBETHIH.
https://www.translatorscafe.com/teterms/RU/question.aspx?id=171425

Maksym Kozub &2 link 9.07.2024 21:58
A '"gucose" — 3TO BBEI TaK MONBITATHCH NEPEJaThb B IEPEBOAE ONEHATKy opHruHaiza’? Mam mpocTto He

IIOHATIH, YTO PCYb HIET O ITIOKo3e?

The feature allowing every registered user to contribute is an
advantage, but it also carries the risk that mistranslations are added to the
database, because they are added arbitrarily by Multitran users and depend
on the level of the contributing individual user's knowledge, which may not
be up to the mark. So, the use of multitran requires critical thinking and
double-checking. Let’s examine an example.
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For translation we have a document listing technical characteristics
of a vehicle.

3 MECTA 6 MECT
NAPAMETPbI CTAHDAPTHAR/ CTAHODAPTHARA/

YONWHEHHAA BA3A* YOANMHEHHARA BA3A**

MonHaA Macca, Kr 3500 3500

Macca cHapaXeHHoro aBToMoOUNA, Kr*** 1840/2005 1955/2060

PacnpeaeneHue Harpy3kuv aeToMobuna NoaHoR Macckl Ha

00POTY YEPEe3 WWHbI, Kr¥** 1200/1290 2240/2155
nepenHnx Konec 2300/2210 2900/3500
3a[IHUX Konec

baza, mm 2900/3500 2900/3500

Konesa konec:

nepegHnux, MM 1700 1700
2aHMX (MeXay cepeAnHaMn CABOEHHbIX WKWH), MM 1560 1560
LopoxHbliA NpoceeT (noa KapTepoM 3adHero MocTa npu 170 170

NMonHoM Macce), MM

If we look up «mopoxusiii ipoceer» in Multitran, we will see the
following results.

JOPOIKHBIH IPOCBET stresses

auto. road clearance: ground: ride height (Vietor G):
clearance

Makarov. road clearance (Hamp., aBromoOmua); road clearance

(mamp., aBTOMODHIA)

mil. bulk clearance (mMammmsr): ground clearance (MamrasE:
— AJT); ground clearance (Mamuss!)

mil., arm.veh. axle clearance

mil., tech. floor from ground

wood. ground clearance

“Road clearance” seems to be the prevailing option. Now, let’s double-
check this equivalent in explanatory dictionaries and search engines.
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Go:;j,,gle “road clearance” X !, ) Q
translations.
ETH Zurich
®

https:/iwww.files.ethz.ch » isn » Road-Clearance-2... | PDF

A Guide to Road Clearance

Road clearance will undoubtedly become cheaper, faster, more effective and safer if demining
machines are applied on suspected or hazardous roads. In general, ...
76 pages

Images

~w o)

Road clearance hi-res stock p... Road clearance hi-res stock p... DVIDS - Images - Arecibo Roa...
@ Alamy i @ Alamy : @) Dvips

GICHD
https:/www.gichd.org » publications » a-guide-to-road-...

A Guide to Road Clearance

Jul 1, 2006 — However, road clearance is expensive and time-consuming. Equipment costs are
high, especially in remote areas such as in Afghanistan, Angola and ...

l CJ'IOBEI.DH W IHUWKNONneany Ha Aragemuke
i https:/synonymum_en_ru academic.ru » . - Translate this page

road clearance - AHIMO-PYCCKNiA CUHOHUMWYECKUI CNoBapb

KNMUPEHT MMA CYLLECTBUTENEHOE: KNWpeHC (clearance, road clearance) npoceert (clearance,
light, clear, road clearance, rift, headroom)

pu  Slagkraft
https:/fwww slagkraft.com » images » Slagkraft-EN  pDF

Road-clearance technology for professionals

Apr 19, 2024 — Slagkraft's road clearance equipment is used for professional work when
maintaining roadsides, ditches and embankments in various environments.
15 pages

64



As can be seen from the results, most hits refer to clearing the road from
snow or rubbish.

The dictionaries are also doubtful about the option.

COllins road clearance

lﬁﬁl French | German | Italian | ¢

Sorry, no results for “road
clearance” in the English
Dictionary.

Or did you mean to translate:

ground clearance

Oxford Learner’s Dictionaries

No exact match found for “road clearance” in English

Did you mean:

e clearance

® reappearance

e the Clearances

* Highland Clearances

e appearance

2 Cambridge
» Dictionary

Search suggestions for road clearance

We have these words with similar spellings or pronunciations:
on clearance
customs clearance

clearance

The only dictionary containing this option is Merriam-webster’s
dictionary. It also offers another option also available in Multitran —
“ground clearance”
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Dictionary  Thesaurus road clearance

EsL. 1828

Dictionary road/ gr()und clearance

}Definition
: distance above the ground

| The car has a road/ground clearance of seven inches.
Example Sentences

Entries Near

: Show More v

If we check “ground clearance” in the search engine, we will see a
lot more relevant results and provides yet another option “ride height”.

GO gle “"ground clearance" % L & Q

All mages Shopping Videos News Maps Books i More Tools

Ground clearance refers to the vertical
distance between a vehicle's undercarriage or
underside of the chassis and the ground.
Sometimes known as “ride height,” ground
clearance plays a key role in how a vehicle
performs when navigating challenging
conditions and terrain.

Subaru of America
L

https-/fwww.subaru.com » vehicle-info » articles » what..

What is Ground Clearance? - Subaru

Back to our initial term «10poXHbIN MPOCBET MO KAPTEPOM 3aHETO
MOCTa MpHU IOJHOM Macce», We need two more terms «kapTep 3aaHero
MOCTay, «Ipu mojHOM Macce». Simple search in Multitran gives us the
following results

N s
EOHTED SAITIEED Macts IIpH IOTHOH Macce

auto. rear-axle housing: rear-axle casing o {
product. PLEEEGEERESTI (Yeldar Azanbayev)

mil., arm.veh. rear axle carrier; rear axle casing
tech. rear axle housing
transp. axle casing

Kaprep 3aanero mocta
auto. rear drive axle (Kitinka)
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To make sure these three collocations can be used together, we make
an advanced search using Boolean operators. The search brings about the
description of Gazelle. Note that preposition before “gross weight” is not
UNDER (as suggested by Multitran), but AT.

" " n ; n " H —
GO g|e ground clearance” + "rear axle casing” + "gross weight X y =

Gazelle Gazon Next 2024 Price, Promo July, Spec & Reviews

The generous ground clearance, ranging from 187 mm to 253 mm under the rear axle casing
at gross weight, ensures the capability to navigate varied terrains with
Pros and cons: Robust build for heavy-duty operations - Dated interior design - Limited after-
sales support - View full list

Rating: 4.5 - 2 reviews

A number of modern dictionaries incorporate bilingual dictionaries
for a number of language pairs with search technologies that allow
crawlers work with parallel texts, i.e. texts existing in two languages and
extract equivalents within a given language pair.

One example of such service is Reverso Context
(https://context.reverso.net) which is based on data gathered from millions
of real-life texts (official documents, movie subtitles, product descriptions)
in both languages. These texts are processed with powerful "big data"
algorithms and machine learning to provide you the best results. Besides
offering equivalents in a target language, it provides grammar advice as
well as synonyms and offers opportunities for learning words with
flashcards and games.

Another example is Linguee (https://www.linguee.com). Linguee
uses specialized webcrawlers to search the Internet for appropriate
bilingual texts and to divide them into parallel sentences. The paired
sentences identified undergo automatic quality evaluation by a human-
trained machine-learning algorithm that estimates the quality of translation.
The user can set the number of pairs using a fuzzy search, access, and the
ranking of search results with the previous quality assurance and
compliance is influenced by the search term. Users can also rate
translations manually, so that the machine learning system is trained
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continuously. In addition to serving the bilingual Web, Patent translated
texts as well as the EU Parliament protocols and laws of the European
Union (EUR-Lex) as sources. In addition to officially translated text from
EU sources, its French language service relies on translated texts from
Canadian government documents, websites, and transcripts, along with
Canadian national institutions and organizations, which often provide
bilingual services.

SELF-CHECK TASKS

1.  Open a dictionary and describe the interface using English
equivalents of all menu options.

2. Answer the following questions
1.  What is an electronic dictionary?
2.  How did electronic dictionaries develop?
3. What types of dictionaries do you know? Comment on their
advantages and disadvantages.

PRACTICE TASKS

1. Register a user account in Multitran, explore its functions.
Participate in forum discussions.

2. Describe and compare dictionaries of different types
according to the following plan

e interface of home page

e structure of a dictionary entry (what information is provided, in what
order, any hyperlinks to other resources)

e search (advanced search) options

e settings and customizing options

¢ information it provides for a word

e additional functions and options
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TUTORIAL

1.  Use dictionaries to compile a glossary for the text below. Use
search engine to clarify the meaning of terms. Find rules of translation
for the list of references. Use Translit where necessary and check the
names of articles and journals on official web-sites.

MMPUEMOB OCHOBHOM OBPABOTKH IO MHOT'OJIETHUE
TPABBI B YCJIOBUSIX TIOUBEHHOM HEOJJHOPOJJHOCTH CEPBIX
JIECHBIX ITOYB

B ycnosusax 3nauumenvHol 6HympunoibHOll necmpomsl HOJ102060THUCHO20
penveha  nouseHHoco  nokposa  Bnaoumupckozo ononva  nposedervl
UCCNIe008aHUsL NO U3YUEeHUI0 2 pexmueHocmu RPUEMO8 0CHOBHOU 00padomKku
8 3ePHOMPABAHOM CE€60000pome noo MHO20/emHue mpagvl (Kieeep nepsozo
2004 NOL308AHUS) HA JleMeHmMbl NI000POOUst U €20 YPOICAUHOCTb. 3anacol
NPOOYKMUBHOUL 612U 8 MEMPOBOM ClI0€ CEPbIX JIECHbIX U CEPblX JIeCHbIX CO
8MOPLIM 2YMYCOBLIM 20PUZOHIIOM NOUBLl 8 MeUueHUe 6ecemayu MHO20IeMHUX
mpae nepeozo 200a Nob308anus (Kiesep + mumogheeeka) He 3asucenu om
2nyOuHbl, npuema cucmemvl 00pabomku nouevl. B nouse co emopwiu
2YMYCOBbIM 20PU3OHMOM OMMEYEHO Y8elUUdeHUue 3anaco8 npooyKmueHoU 1azu.
3acopennocmsp Kiesepa nepeoco 200a NOAb308AHUSL Neped NepebiM YKOCOM
(Hauano yeemewnus Kieeepa) He 3aguceida Om CUCHEMbl NPUEMOE OCHOBHOL
obpabomku. Qobuwan 3acopeHHocms Koedanacs no apuanmam onvima om 61
00 93 wm./m?. Ecnu na éapuanmax, pacnoiojicentvix Ha cepoii 1echoii nouee,
3acopennocms Ovina Ha ypoene 61-86 wim./m%, mo na cepoii 1ecHoll co 6mopvim
2YMYCOBbIM 20pU30HMOM OHa cocmasuna 76-93 wm./M* u na écex eapuanmax
VPOBEHb 3ACOPEHHOCMU NPesbluial NOPOZ IKOHOMUUECKOU 6PEeOOHOCHOCHU.
Cucmembl npuemo8 OCHOB8HOU 00pPAbOMKU HA NOYBEHHLIX PASHOCMAX He
obecneuusanu nooasjieHue COPHAKOE 8 Nocesax KYIbMmypvl HUJCE YPOBHA
9IK0N102UUeCcKoll epedonocnocmu. Ha cepoti necnou u cepou necHou nouge co
8MOPLIM ~ 2YMYCOBbIM ~ 20PU3OHMOM  YPOMCAUHOCHb  CEHA  COCMABUNA
coomeemcmeenno 42,6-49,4 wv/ea u 50,8-55,5 wu/ea. Haubonee evicoxue
nokazamenu ypoxcas Kiegepa, KaK Npu nepeom, max u Nnpu 6mopom YKoce
OmMMeuanucb Ha 6aAPUAHMAX, PACNOJIONCEHHbIX HA Cepol JNeCHOU Nnouge Co
8MOPLIM 2YMYCO8bIM 20puU30HmMoM. llogvluienue ypodscaiHocmu Kynbmypul Hd
cepoll 1eCHOU Nno4ge cO BMOPLIM 2YMYCOBbIM 20PUIOHMOM ONPeOesemcs ee
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boiee 8bICOKUM UCXOOHBIM RIA000POOUEM, opmupyrouum Oaa2onpusmHvle
600HO-huzuueckue u dbuo02uYecKUe ceolcmea.
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For formatting rules see Appendix 1, for report structure refer to
Appendix 2, a sample tutorial report can be found in Appendix 3
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UNIT 4
CORPORA AND CORPUS MANAGERS

Pre-reading tasks

Make sure you know Russian equivalents of the following words
and word combinations and explain the meaning of underlined words

On par with, naturally occurring, applied linguistics, obtain data,
foreign language acquisition research, made-up examples, draw on large
amounts of authentic, naturally occurring language data, prosodic marking,
mark-up, tagging, term extraction, parallel corpora

Introduction

A corpus (plural corpora, German “das Korpus”, not “der”) is a
collection of texts used for linguistic analyses, usually stored in an
electronic database so that the data can be accessed easily by means of a
computer. Such corpora generally comprise hundreds of thousands to
billions of words and are based on authentic naturally occurring spoken or
written usage.

Based on the above definition of a corpus, corpus linguistics is the
study of language by means of naturally occurring language samples;
analyses are usually carried out with specialised software programmes on a
computer. Corpus linguistics is thus a method to obtain and analyse data
quantitatively and qualitatively rather than a theory of language or even a
separate branch of linguistics on a par with e.g. sociolinguistics or applied
linguistics.

The corpus-based approach can be used to describe language features
and to test hypotheses formulated in various linguistic frameworks. To
name but a few examples, corpora recording different stages of learner
language (beginners, intermediate, and advanced learners) can provide
information for foreign language acquisition research; by means of
historical corpora it is possible to track the development of specific
features in the history of English, such as changes in the use of the modal
verb must and the emergence of alternatives such as have to or have got to;
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the emergence of the modal verbs gonna and wanna; or sociolinguistic
markers of specific age groups, such as the use of like as a discourse
marker, can be investigated for purposes of sociolinguistic or discourse-
analytical research.

The great advantage of the corpus-linguistic method is that language
researchers do not have to rely on their own or other native speakers’
Intuition or even on made-up examples. Rather, they can draw on large
amounts of authentic, naturally occurring language data produced by a
variety of speakers or writers in order to confirm or refute their own
hypotheses about specific language features on the basis of a robust and
solid empirical foundation.

The majority of present-day corpora are “balanced” or “systematic”.
This means that the texts are collected (“compiled”) according to specific
principles, such as different genres, registers, or styles of English (e.g.
written or spoken English, newspaper editorials or technical writing); these
sampling principles do not follow language-internal but language-external
criteria. For example, the texts for a corpus are not selected because of
their high number of relative clauses, but because they are instances of a
predefined text type, say broadcast English, magazine or newspaper texts.

(from https://www.anglistik.uni-
freiburg.de/seminar/abteilungen/sprachwissenschaft/ls_mair/corpus-

linguistics)

Basic terms and concepts of corpus linguistics

Every corpus can be used for linguistic analyses due to ist annotatino
or tagging. Annotation is codes used within a corpus that add information
about things such as, for example, grammatical category. It also refers to
the process of adding such information to a corpus. Annotanion can be
linguistic (POS-tagging, semantic tagging, etc.) and extra-linguistic, which
Is also called metadata. It includes information about things such as the
author, publication date, and title for a written text.

To offer relliable results about language, a corpus should be
balanced, which means the relative sizes of each of ist subsections have
been chosen with the aim of adequately representing the range of language
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that exists in the population of texts being sampled. Two corpora or
subcorpora are said to be comparable if their sampling frames are similar
or identical.

The search of specific words in a corpus brings about concordance -
A display of every instance of a specified word or other search term in a
corpus, together with a given amount of preceding and following context
for each result or ‘hit’. A computer program that can produce a
concordance from a specified text or corpus is referred to as condordancer.

When working with corpora, researchers and linguists use one of the
two existing approaches. A corpus-based approach implies the use of
corpora to test preformed hypotheses or exemplify existing linguistic
theories. Can mean either: (a) any approach to language that uses corpus
data and methods. (b) an approach to linguistics that uses corpus methods
but does not subscribe to corpus-driven principles. A corpus-driven
approach is an inductive process where corpora are investigated from the
bottom up and patterns found therein are used to explain linguistic
regularities and exceptions of the language variety/genre exemplified by
those corpora.

A list of all the items of a given type in a corpus (e.g. all words, all
nouns, all four-word sequences) together with a count of how often each
occurs is called a frequency list.

Key word in context (KWIC) is a way of displaying a search term
(node) in relation to its context within a text. This usually means the search
word is displayed centrally in a table with co-text displayed in columns to
its left and right. Here, ‘key word' means 'search term' and is distinguished
from keyword which refers to an unusually frequent word, word that is
more frequent in a text or corpus under study than it is in some (larger)
reference corpus. Reference corpus is a corpus which, rather than being
representative of a particular language variety, attempts to represent the
general nature of a language. The node word is the word whose
cooccurrence patterns are being studied. In corpore Sometimes we need all
forms of a word represented as one search query, then we have to deal with
lemmas.
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Lemma is a group of words related to the same base word differing
only by inflection. For example, walked, walking, and walks are all part of
the verb lemma WALK. A form of annotation where every token is labelled
to indicate its lemma is called lemmatisation.

When exploring the node use patterns, we are normally interested in
collocations. Collocation is a co-occurrence relationship between words or
phrases. Words are said to collocate if they are more likely to occur
together.

Background

The use of collections of text in language study is not a new idea. In
the Middle Ages work began on making lists of all the words in particular
texts, together with their contexts - what we today call concordancing.
Other scholars counted word frequencies from single texts or from
collections of texts and produced lists of the most frequent words. Areas
where corpora were used include language acquisition, syntax, semantics,
and comparative linguistics, among others. Even if the term 'corpus
linguistics' was not used, much of the work was similar to the kind of
corpus-based research we do today with one great exception - they did not
use computers. Today, corpus linguistics is closely connected to the use of
computers; so closely, actually, that the term 'Corpus Linguistics' for many
scholars today means 'the use of collections of computer-readable text for
language study'.

The Brown Corpus

The first modern, electronically readable, corpus was The Brown
Corpus of Standard American English. The corpus consists of one
million words of American English texts printed in 1961. To make the
corpus a good standard reference, the texts were sampled in different
proportions from 15 different text categories: Press (repotage, editorial,
reviews), Skills and Hobbies, Religious, Learned/scientific, Fiction
(various subcategories), etc.

Today, this corpus is considered small, and slightly dated. The
corpus is, however, still used. Much of its usefulness lies in the fact that
the Brown corpus lay-out has been copied by other corpus compilers.
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The LOB, Lancaster-Oslo-Bergen, corpus (British English) and
the Kolhapur Corpus(Indian English) are two examples of corpora made
to match the Brown corpus. They both consist of 1 million words of
written language, (500 texts of 2,000 words each) sampled in the same 15
categories as the Brown Corpus. For a long time, the Brown and LOB
corpora were the only easily available computer readable corpora. Much
research within the field of corpus linguistics has therefore been based on
these corpora.

The London-Lund Corpus of Spoken British English

Another important "small" corpus is the London-Lund Corpus of
Spoken British English (LLC). The corpus was the first computer
readable corpus of spoken language, and it consists of 100 spoken texts of
appr. 5,000 words each. The texts are classified into different categories,
such as spontaneous conversation, spontaneous commentary, spontaneous
and prepared oration, etc. The texts are orthographically transcribed and
have been provided with detailed prosodic marking.

BoE and BNC

The first generation corpora, of 500,000 and 1 million words, proved
to be very useful in many ways and have been used for a number of
research tasks. It soon turned out, however, that for certain tasks, larger
collections of text were needed. Dictionary makers, for example wanted
large, up-to-date collections of text where it would be possible to find not
only rare words but also new words entering the language.

In 1980, COBUILD started to collect a corpus of texts on computer
for dictionary making and language study. The compilers of the Collins
Cobuild English Language Dictionary (1987) had daily access to a corpus
of approximately 20 million words. New texts were added to the corpus,
and in 1991 it was launched as the Bank of English (BoE). New material
Is constantly added to the corpus to make it reflect the mainstream of
current English today. A corpus of this kind, which by the new additions
'monitors' changes in the language, is called a monitor corpus. Some
people prefer not to use the term corpus for text collections that are not
finite but constantly changing/growing.
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The British National Corpus (BNC) was originally created by Oxford
University press in the 1980s - early 1990s. It is a 100 million word
collection of samples of written and spoken language from a wide range of
sources, designed to represent a wide cross-section of British English from
the later part of the 20th century, both spoken and written. The latest
edition is the BNC XML Edition, released in 2007.

The written part of the BNC (90%) includes, for example, extracts
from regional and national newspapers, specialist periodicals and journals
for all ages and interests, academic books and popular fiction, published
and unpublished letters and memoranda, school and university essays,
among many other kinds of text. The spoken part (10%) consists of
orthographic transcriptions of unscripted informal conversations (recorded
by volunteers selected from different age, region and social classes in a
demographically balanced way) and spoken language collected in different
contexts, ranging from formal business or government meetings to radio
shows and phone-ins.

Work on building the corpus began in 1991, and was completed in
1994. No new texts have been added after the completion of the project but
the corpus was slightly revised prior to the release of the second
edition BNC World (2001) and the third edition BNC XML
Edition (2007). Since the completion of the project, two sub-corpora with
material from the BNC have been released separately: the BNC Sampler (a
general collection of one million written words, one million spoken) and
the BNC Baby (four one-million word samples from four different genres).

BNC can be described with the following characteristics:

Monolingual: It deals with modern British English, not other
languages used in Britain. However non-British English and foreign
language words do occur in the corpus.

Synchronic: It covers British English of the late twentieth century,
rather than the historical development which produced it.

General: It includes many different styles and varieties, and is not
limited to any particular subject field, genre or register. In particular, it
contains examples of both spoken and written language.
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Sample: For written sources, samples of 45,000 words are taken from
various parts of single-author texts. Shorter texts up to a maximum of
45,000 words, or multi-author texts such as magazines and newspapers, are
included in full. Sampling allows for a wider coverage of texts within the
100 million limit, and avoids over-representing idiosyncratic texts.

(from http://www.natcorp.ox.ac.uk/corpus/index.xml?ID=creation)

The Corpus of Contemporary American English (COCA)

https://www.english-corpora.org/coca/

It is the only large, genre-balanced corpus of American English.
COCA is probably the most widely-used corpus of English. The corpus
contains more than one billion words of text (25+ million words each year
1990-2019) from eight genres: spoken, fiction, popular magazines,
newspapers, academic texts, and (with the update in March 2020): TV and
Movies subtitles, blogs, and other web pages.

There are four main ways to search the corpus:

First, you can browse a frequency list of the top 60,000 words in the
corpus, including searches by word form, part of speech, ranges in the
60,000 word list, and even by pronunciation. This should be particularly
useful for language learners and teachers.

Second, you can search by individual word, and see collocates,
topics, clusters, websites, concordance lines, and related words for each of
these words. Note that some of these searches are unique to COCA and
IWeb.

Third you can input entire texts and then use data from COCA to get
detailed information on the words and phrases in the text.

Fourth, you can search for phrases and strings. And because the
corpus is optimized for speed, searches for substrings (*ism, un*able) and
phrases are very fast, e.g.: got VERB-ed, BUY * ADJ NOUN, "gorgeous"
NOUN -- and even high frequency phrases like: from ADJ to ADJ, phrasal
verbs, or NOUN NOUN.

You might pay special attention to the comparisons between genres
and years and virtual corpora, which allow you to create personalized
collections of texts related to a particular area of interest.
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Specialized corpora

Historical corpora

The use of collections of text in the study of language is, as we have
seen, not a new invention. Among those involved in historical linguistics
were some that soon saw the potential usefulness of computerized
historical corpora. A diachronic corpus with English texts from different
periods was compiled at the University of Helsinki. The Helsinki Corpus
of English Texts contains texts from the Old, Middle and Early Modern
English periods, 1.5 million words in total.

Another historical corpus is the recently released Lampeter Corpus
of Early Modern English Tracts. This collection consists of Pamphlets
and tracts published in the century between 1640 and 1740" from six
different domains. The Lampeter Corpus can be seen as one example of a
corpus covering a more specialized area.

Corpora for Special Purposes

The corpora described above are general collections of text, collected
to be used for research in various fields. There is a large, and growing,
amount of highly specialized corpora that are created for a special purpose.
Many of these are used for work on spoken language systems. Examples of
such are, for example, the Air Traffic Control Corpus, ATCO, created to
be used "in the area of robust speech recognition in domains similar to air
traffic control” and the TRAINS Spoken Dialogue Corpus collected as
part of a project set up to create "a conversationally proficient planning
assistant” (railroad freight system).

A number of highly specialized corpora are held at the Centre for
Spoken Language Understanding, CSLU, in Oregon. These corpora are
specialized in a different way to the ones mentioned above. They are not
restricted to be used within a particular subject field, but are called
specialized because their content. Many of the corpora/databases consist of
recordings of people asked to perform a particular task over the telephone,
such as saying and spelling their name or repeating certain
words/phrases/numbers/letters
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International/multilingual Corpora

As we have seen above, there is a great variety of corpora in English.
So far much corpus work has indeed concerned the English language, for
various reasons. There are, however, a growing number of corpora
available in other languages as well. Some of them are monolingual
corpora - collections of text from one language. Here the Oslo Corpus of
Bosnian text and the Contemporary Portuguese Corpus can be mentioned
as two examples.

A number of multilingual corpora also exist. Many of these
are parallel corpora; corpora with the same text in several languages. These
corpora are often used in the field of Machine Translation. The English-
Norwegian Parallel Corpus is one example, the English Turkish Aligned
Parallel Corporaanother.

Ongoing projects

ICE: the International Corpus of English

In twenty centres around the world, compilers are busy collecting
material for the ICE corpora. Each ICE corpus will consist of 1 million
words (written and spoken) of a national variety of English. The first ICE
corpus to be completed is the British component, ICE-GB. On their own,
the ICE corpora will be a small but valuable resources to exploit in order to
learn about different varieties of English. As a whole, the 20 corpora will
be useful for variational studies of various kinds. You can learn more about
the ICE project at the ICE-GB site.

ICLE: the International Corpus of Learner English

Like ICE (see above) ICLE is an international project involving
several countries. Unlike ICE, however, the ICLE corpora do not consist of
native speaker language. Instead they are corpora of English language
produced by learners in the different countries. This will constitute a
valuable resource for research on second language acquisition.
(from
https://www1.essex.ac.uk/linguistics/external/cimt/w3c/corpus_ling/content
/history.html)
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http://www.tekstlab.uio.no/Bosnian/Corpus.html
http://www.tekstlab.uio.no/Bosnian/Corpus.html
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https://www1.essex.ac.uk/linguistics/external/clmt/w3c/corpus_ling/content/corpora/types/parallel.html
http://www.hf.uio.no/iba/prosjekt/
http://www.hf.uio.no/iba/prosjekt/
http://www.nlp.cs.bilkent.edu.tr/Turklang/corpus/par-corpus/
http://www.nlp.cs.bilkent.edu.tr/Turklang/corpus/par-corpus/
http://www.ucl.ac.uk/english-usage/ice-gb/index.htm
https://www1.essex.ac.uk/linguistics/external/clmt/w3c/corpus_ling/content/history.html
https://www1.essex.ac.uk/linguistics/external/clmt/w3c/corpus_ling/content/history.html

To sum up we can come with the following list of some of the most

common types of corpora is provided.

a)  General corpora, such as the British National Corpus,
contain a large variety of both written and spoken language, as well
as different text types, by speakers of different ages, from different
regions and from different social classes.

b)  Synchronic corpora, such as F-LOB and Frown, record
language data collected for one specific point in time, e.g. written
British and American English of the early 1990s.

¢) Historical (or diachronic) corpora, such as ARCHER and
the Helsinki corpus, consist of corpus texts from earlier periods of
time. They usually span several decades or centuries, thus providing
diachronic coverage of earlier stages of language.

d) Learner corpora, such as the International Corpus of
Learner English and the Cambridge Learner Corpus, are collections
of data produced by foreign language learners, such as essays or
written exams.

e) Corpora for the study of varieties, such as the
International Corpus of English and the Freiburg English Dialect
Corpus, represent different regional varieties of a language

f)  Specialized corpora, e.g. the Michigan Corpus of
Academic Spoken English (MICASE), are useful for various types of
research (cf. e.g.
http://www.helsinki.fi/varieng/CoRD/corpora/index.html).

(from https://www.anglistik.uni-
freiburg.de/seminar/abteilungen/sprachwissenschaft/ls_mair/corpus-

linguistics)

The list of corpora presented in this section is not in the least a

complete one. You can access a number of other highly valuable
corpora here https://www.english-corpora.org
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http://www.helsinki.fi/varieng/CoRD/corpora/index.html
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https://www.english-corpora.org/

Modern Corpora

The Russian National Corpus covers primarily the period from the
middle of the 18th to the early 21st centuries. This period represents the
Russian language of both the past and the present in a wide range of
sociolinguistic variants: literary, colloquial, vernacular, in part dialectal.
The Corpus includes original (non-translated) works of fiction (prose,
drama and poetry) of cultural importance which are interesting from a
linguistic point of view. Apart from fiction, the Corpus includes a large
volume of other sources of written (and, for the later period, spoken)
language: memoirs, essays, journalistic works, scientific and popular
scientific literature, public speeches, letters, diaries, documents, etc. The
search is available in a number of subcorpora

ITouck no xopnycam

OcHosHoll (374 MnH) Yemmblit (14 Mny) TMaparenehsie * (179 mnH) IMosmumeckutl (13 mnH)
Tazemnbie > (850 mMnH) AryeHmostoeuneckutl (135 MnH) JTuamekmrsul (599 Thic) Pyccraa kaccuka £ (18 MnH)
Cunmakcudeckutt (1,6 MnH) MytemumedutiHblil (5,8 mMiH) Obyuarowuil (13 mnH) Hemopuueckue ® (14 mnn)

CoyuaseHble cemut (157 MnH) MystemulIAPKu * (458 Toic) Om 2 do 15 (4,4 mnH) IHarxporueckut (384 mnH)

The RNC includes primarily original prose representing standard
Russian (from the middle of the 18" century) but also, albeit in smaller
volumes, translated works (parallel with the original texts) and poetry, as
well as texts, representing the non-standard forms of modern Russian:
spoken (recordings of oral speech, spontaneous and public) and dialectal.

The main corpus

The main corpus, which includes texts representing standard
Russian, can be subdivided into 3 parts, each of which has its
distinguishing features: modern written texts (from the 1950s to the present
day), a subcorpus of real-life Russian speech (recordings of oral speech
from the same period), and early texts (from the middle of the 18™ to the
middle of the 20™ centuries). By default, the search is carried out in all the
three sub-groups. It is possible to choose one of them and add search
parameters on the “customize your corpus” page.
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Every text included in the main corpus is subject to meta tagging and
morphological tagging. Morphological tagging is carried out by computer
programs for automated morphological analysis. In a small part of the main
corpus (currently around 5 million tokens; this figure is set to increase with
time) homonyms are disambiguated by hand and the results of automated
morphological analysis corrected. This part is the model morphological
corpus and serves as a testing ground for various search algorithms and
programs of morphological analysis and automated processing. It can also
be used for research on modern Russian morphology that requires
particular preciseness. Examples of this subcorpus are annotated as
“disambiguated” (“omonumust cusTa”’). Disambiguated texts are
automatically supplied with indicators of stress (from the Grammatical
dictionary of Russian). Stress annotation may be turned off for printing or
saving the search results.

Modern written texts
The representative corpus of morphologically tagged modern texts is
the main and the largest of the subcorpora. The planned volume of the
corpus is 100 million tokens. The corpus includes various types of texts
representing modern standard (written) Russian:
o Modern fiction of various genres
o Modern drama
o Memoirs and biographies
o Journalism and literary criticism
o Scientific, popular scientific and teaching texts
o Religious and philosophical texts
o Technical texts
o Business and jurisprudence texts
o Day-to-day life texts, including texts not intended
for publication (letters, diaries, etc.)
Texts are represented in proportion to their share in real-life usage.
For example, the share of fiction (including drama and memoirs) does not
exceed 40%.
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The sources of book, magazine and newspaper texts included in the
Corpus are usually proof-read electronic versions supplied by their
respective publishers and the texts are used with publishers' permission.

The search can be limited to modern texts in the Date of creation
field of the Customize your corpus page.

Mid-18" to mid-20™ century texts

Texts from the middle of the 18" century to the middle of the
20" century are also included in the Corpus and represent various genres
(fiction, scientific texts, journalism, letters) but due to limited availability
of such texts in electronic form or in modern reprints the proportion of
fiction for this period is much higher than for the main corpus. Pre-1918
texts are given in modern orthography; peculiarities of their original
orthography preserved in modern academic editions are also preserved in
the Corpus.

Deeply Annotated Corpus

This subcorpus of the RNC contains texts augmented with
morphosyntactic annotation. Besides the morphological information
ascribed to each word in the text, every sentence has its syntax structure
marked up.

The Deeply Annotated Corpus (DAC) uses dependency trees as its
annotation formalism. Nodes in such a tree are words of the sentence,
while its edges are labeled with names of syntax relationships. This way of

29

representing the syntax structure originates from “Meaning < Text
linguistic model by Igor A. Mel’¢uk and Alexander K. Zholkovsky. The
repertory of syntactic relationships for the DAC, as well as other specific
linguistic decisions on how to represent the syntax of Russian sentences,
has been developed in the Laboratory for Computational Linguistics,
Institute for Information Transmission, Russian Academy of Sciences that
compiled the DAC.

Unlike the morphologically annotated portion of the RNC, the DAC
only contains fully disambiguiated annotations (i.e. both morphological
and syntax ambiguity is resolved).

Parallel text corpus
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The parallel text corpus is a special type of corpus where a text in
Russian is complemented by its translation into a different language, and
vice versa. The units of the original and the translated texts (usually, a unit
is a sentence) are matched through a procedure known as “leveling”. A
leveled parallel corpus is an important tool for various type of research,
including studies on the theory of translation; it can also be used as a
language teaching tool.

This site contains the following parallel text corpora: English-
Russian, Russian-English, German-Russian, Ukrainian-Russian, Russian-
Ukrainian, Belorussian-Russian, Russian-Belorussian, and multilingual.

Dialectal corpus

The dialectal corpus contains recordings of dialectal speech
(presented in loosely standardized orthography) from different regions of
Russia. There is no intention to present the phonetic variation, but
morphological, syntactic and lexical peculiarities of these texts are
preserved. The subcorpus employs special tags for specifically dialectal
morphological features (including those absent in standard language);
moreover, purely dialectal lexemes are supplied with commentary.

Poetry corpus

At the moment the poetry corpus covers the time frame between
1750 and 1890s, but also includes some poets of the 20" century; currently,
works of drama composed in poetry are not included. Apart from the usual
morphological tagging (identical to that available for the non-
disambiguated corpus), there is a number of tags adapted for poetry. For
example, it is possible to search for texts written in various poetic meters
such as amphibrach.

Educational corpus

The educational corpus is a small disambiguated corpus adapted for
the Russian educational program, including works of fiction on the school
reading list and several additional morphological features.

Corpus of Spoken Russian

The Corpus of Spoken Russian includes the recordings of public and
spontaneous spoken Russian and the transcripts of the Russian movies. To
record the spoken specimens the standard spelling was used. The lexical,
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morphological and semantic queries are practicable. The building of the
user's sub-corpora is available (for this purpose the usage of the
sociological parameters is also possible). The corpus contains the patterns
of different genres/types and of different geographic origins (Moscow,
Sanct-Peterburg, Saratov, Ulyanovsk, Taganrog, Ekaterinburg, and so on).
The corpus covers the time frame from 1930 to 2007.

Corpus managers
In order to analyse a corpus and search for certain words or phrases
(strings), you can either access the data via an online user interface or, if
none is provided, need to use special software — so-called concordancers or
corpus managers like AntConc.

Corpus manager (corpus browser or corpus query system) is a tool
for multilingual corpus analysis, which allows effective searching in
corpora.

A corpus manager usually represents a complex tool that allows one
to perform searches for language forms or sequences. It may provide
information about the context or allow the user to search by positional
attributes, such as lemma, tag, etc. These are called concordances. Other
features include the ability to search for Collocations, frequency statistics
as well as metadata information about the processed text. The narrower
meaning of corpus manager refers only to the server side or the corpus
query engine, whereas the client side is simply called the user interface. A
corpus manager can be software installed on a personal computer or it
might be provided as a web service. (from
https://en.wikipedia.org/wiki/Corpus_manager)

Sketch Engine https://www.sketchengine.eu
Sketch Engine is a multifunctional toolkit for processing big corpora.

Sketch Engine is a corpus manager and text analysis software
developed by Lexical Computing Limited since 2003. Its purpose is to
enable people studying language behaviour (lexicographers, researchers in
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corpus linguistics, translators or language learners) to search large text
collections according to complex and linguistically motivated queries.
Sketch Engine gained its name after one of the key features, word
sketches: one-page, automatic, corpus-derived summaries of a word's
grammatical and collocational behaviour. Currently, it supports and
provides corpora in 90+ languages.

Features

e Word sketches — a one-page automatic derived summary
of a word’s grammatical and collocational behaviour

e Word sketch difference — compares and contrasts two
words by analysing their collocation

e Distributional Thesaurus — automated thesaurus finding
words with similar meaning or appearing in the same/similar
context

e Concordance search — finds examples of a word form,
lemma, phrase, tag or complex structure

e Collocation search — word co-occurrence analysis
displaying the most frequent words (to a search word) which can
be regarded as collocation candidates

e Word lists — generates frequency lists which can be
filtered with complex criteria

e n-grams — generates frequency lists of multi-word
expressions

e Terminology / Keyword extraction (both monolingual
and bilingual) — automatic extraction key words and multi-word
terms from texts (based on frequency count and linguistic
criteria)
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e Diachronic analysis (Trends)[7] — detecting words which
undergo changes in the frequency of use in time (show trending
words)

e Corpus building and management — create corpora from
the Web or uploaded texts including part-of-speech tagging and
lemmatization which can be used as data mining software

e Parallel corpus (bilingual) facilities — looking up
translation examples (EUR-Lex corpus, Europarl corpus, OPUS
corpus, etc.) or building parallel corpus from own aligned texts

(from https://en.wikipedia.org/wiki/Sketch_Engine)

Translators can make use of many features of Sketch Engine
related term extraction, translation lookup, grammar and usage
checking.

Term extraction for translators

Translators can easily fill their CAT tool term base with terminology
for maintaining consistency and quality across all translation jobs from the
same area or the same client. Sketch Engine’s sophisticated term extraction
or bilingual term extraction uses state-of-the-art natural language
processing know-how to identify terminology. Statistical analysis is aided
by comparing the use of words in the user’s text to their use in a large
multi-billion word corpus of general text. The results include both single-
and multi-word units and can be exported into your CAT tool in a widely
supported TBX format.

Term extraction for interpreters

You can prepare for your interpreting job even if the client did not
provide any supporting materials. You can have Sketch Engine search the
internet for you and download texts related to the topic you specify. Then
use the term extraction feature to extract terminology. This process can be
repeated many times to create a large domain-specific corpus and extract
as many terms as needed.

Translation lookup

Get inspiration from other translators. Use parallel corpora to look up
translations of words or phrases as they were translated by others and
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chose the option that fits your context best. Useful especially for idiomatic
expressions or any other situations when bilingual dictionaries fail to
provide a solution.

Grammar and usage checking

Use the concordance feature to find examples of the word or phrase
In context and see how it is used by real users of the language. Compare
how frequently different alternatives appear in the corpus to assess which
Is the most natural to use in your context.

Use Word Sketch for any high-frequency expressions to get a one-
page overview of words frequently used together with the word. The
collocations are sorted according to grammatical categories such as
modifiers, objects of verbs etc. for easy use.

Alternative word suggestions

A printed thesaurus is always limited by space. The automatic
distributional thesaurus in Sketch Engine can provide synonyms, antonyms
and related words for almost any word in a language (provided the corpus
is large enough to contain enough occurrences of the word but Sketch
Engine contains some of the biggest corpora in many languages). Use the
thesaurus to quickly view alternatives of the word you are about to use.

Additional content for the term base

Upload your translation memory and usen-grams to identify multi-
word expressions which may not be normally labelled as terms but
frequently appear in the texts you translate. Some examples in English
might be as a matter of fact, at the beginning of etc. Add them to your term
base to have them translated automatically by your CAT tool.

(from https://www.sketchengine.eu/user-guide/translators-term-
extraction/)

Just the word

http://www.just-the-word.com

A simple application based on BNC to fetch collocations and word
combinations with a search word. Just the Word is a handy tool to check
up combinability of a word, choose a proper preposition suitable for a
specific context. By clicking on a word combination you are redirected to
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BNC to see the context of each word combination. You can also see
statistics and general representation of combinability models.

Basic terms and concepts of corpus linguistics

Every corpus can be used for linguistic analyses due to ist annotatino
or tagging. Annotation is codes used within a corpus that add information
about things such as, for example, grammatical category. It also refers to
the process of adding such information to a corpus. Annotanion can be
linguistic (POS-tagging, semantic tagging, etc.) and extra-linguistic, which
Is also called metadata. It includes information about things such as the
author, publication date, and title for a written text.

To offer relliable results about language, a corpus should be
balanced, which means the relative sizes of each of ist subsections have
been chosen with the aim of adequately representing the range of language
that exists in the population of texts being sampled. Two corpora or
subcorpora are said to be comparable if their sampling frames are similar
or identical.

The search of specific words in a corpus brings about concordance -
A display of every instance of a specified word or other search term in a
corpus, together with a given amount of preceding and following context
for each result or ‘hit’. A computer program that can produce a
concordance from a specified text or corpus is referred to as condordancer.

When working with corpora, researchers and linguists use one of the
two existing approaches. A corpus-based approach implies the use of
corpora to test preformed hypotheses or exemplify existing linguistic
theories. Can mean either: (a) any approach to language that uses corpus
data and methods. (b) an approach to linguistics that uses corpus methods
but does not subscribe to corpus-driven principles. A corpus-driven
approach is an inductive process where corpora are investigated from the
bottom up and patterns found therein are used to explain linguistic
regularities and exceptions of the language variety/genre exemplified by
those corpora.
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A list of all the items of a given type in a corpus (e.g. all words, all
nouns, all four-word sequences) together with a count of how often each
occurs is called a frequency list.

Types 364/364 Tokens 703/703 Page Size 100

Type Rank Freq Range Type Rank Freq Range
13 wvam 12 7 1 28 6blTh 26 4 1
14 ot 12 7 1 29  wW3aenma 26 4 1
15 rocr 15 ) 1 30 Mm 26 4 1
16  M3MepeHWA 15 5} 1 31 HaMMeHOBaHWe 26 4 1
17 conpoTMBAEHWE 15 6 1 32 o 26 4 1
18 w 18 5 1 33 nosepke 26 4 1
19 anAa 18 5 1 34 nmc 26 4 1
20 Ao 18 5 1 35 TemMmnepatype 26 4 1
21 w3 18 5 1 36 wr 36 3 1
22 MeHee 18 5 1 37 BMa 36 3 1
23 n 18 5 1 38 EO4RHI 36 3 1
24 TeMnepaTtypbl 18 5 1 39 ro 36 3 1
25 3KCnAyaTauMm 18 5 1 40  nonxeH 36 3 1
26 i 26 4 1 41 33aBOACKOW 36 3 1
27 bonee 26 4 1 42 3HaueHue 36 3 1

Key word in context (KWIC) is a way of displaying a search term
(node) in relation to its context within a text. This usually means the search
word is displayed centrally in a table with co-text displayed in columns to
its left and right.

Here, ‘key word' means 'search term' and is distinguished from
keyword which refers to an unusually frequent word, word that is more
frequent in a text or corpus under study than it is in some (larger) reference
corpus.
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File Left Context Hit Right Context

1 Rukovodstv.. w3mepuTenbHoW cxembl Mopaaok paboTsl MNomecTnts TEPMOMETP B CpELY C M3MepReMOor Temnepatypoi. [nyGuHa norpy
2 Rukovodstv... iHoW Touke soabl no MeToamke [OCT 8.571. MNorpyante TepMoMeTp B Cpeay, TeMNepaTypy KOTOPOW HeobXoAMMOo onpeaen
3 Rukovodstv.. aHHbIM NPUBEAEHHBIM B CBMAETENLCTBE O NMOBEPKE Ha TEPMOMETD.

4 Rukovodstv... TMBAEHWMA NA3TWHOBOrO 3TanoHHoro MTC-100 (nanee - TEPMOMETPR). [na Honee NOAHOTO MCMOAL30BAHMA EO3MOXHOCTEA T
5 Rukovodstv.. 4 soasl RT (Mnv B3ATs M3 CBWMAETENLCTBA O NOBEPKE Ha TEPMOMETPR). MeToawka vamepedna B cooteeTctemm ¢ TOCT 8.571. P:
6 Rukovodstv... IHCMOPTUPYETCA W XPaHWTCA B CNeunansHOM dyTaspe, TepMoMmeTp LOMKEH XPAHWTLCA B MOMELLEHMM € TeMNepaTypoid BO:
7 Rukovodstv... :ONPOTUBAEHWA; N - KONMUECTBO U3MEPEHMIA. BrigecTy TepMOMETp W3 Cpeasl € M3MepAeMod TemMnepaTypoi. Msmeputs co
8 Rukovodstv... 2ckoe o6cnyxmeanue MNocne NposeaeHnA M3MEDEH A TEpMOMETP HEoBXOAMMO NomecTvTs 8 GyTaap. Ms6eralte yaapos
9 Rukovodstv... hyHKUWM OTKNOHEHWA U3 CBMAETENLCTBA O NMOBEPKE Ha TEPMOMETD no dopmynan, NpUBeaeHHbIM B Tabauue 3 (v B cBwl
10 Rukovodstv... 1 He mexee 300 mm. YcTaHOBMTE pabounid TOK uepes TEPMOMETP, paeksiid (1 +£0.1) mA Yepes 10-15 mMuH nocne ycTaHos!
11 Rukovodstv... 000 «BnaavMUpCKMiA 38804 «3TanoHs TepmomeTp COMNPOTHENEHMA 0bpasUosnld 3-ro paspaaa MNMTC-100 F
12 Rukovodstv.. DBAeHWA. YNaKoBKa, XpaHeHWEe W TDaHCNoDTUROBaHNE TepmomeTp TPaHCNOPTHMPYETCR W XPAHWTCA B cneunanbHom GyTaag

Reference corpus is a corpus which, rather than being representative of a
particular language variety, attempts to represent the general nature of a
language. The node word is the word whose cooccurrence patterns are
being studied. In corpore Sometimes we need all forms of a word
represented as one search query, then we have to deal with lemmas.
Lemma is a group of words related to the same base word differing
only by inflection. For example, walked, walking, and walks are all part of
the verb lemma WALK. A form of annotation where every token is labelled
to indicate its lemma is called lemmatisation.
In order to see the difference, between exact form search and lemma
search, let us consider an example. The results for the exact word search in
the Russian National Corpus (in other corpora this is simple search setting
by default) we only see results with one  form.

1. M. B. Mycuituyk. O cXoAcTBE NPUEMOB OCTPOYMUSI U MEXaHN3MOE NOCTPOEHNSA
napagokcanbHbix 3agad // «Bonpocbl ncuxonorums», 2003 =<

B naHHbIX 3apavax NPONCXOANT M3MEHEHWE CEMAHTWMKW BHOBb CO3AdBaeMblX o6pa303. 3aBeplianwmx

2. Uropb MeTpyxuH. cTOpUYecKUil 04epK AEeATENIbHOCTA NPOKYypaTypbl //
«0TeYyecTBeHHbIe 3annckn», 2003 <

BbIcKa3aHo eLlle 0HO OpUrMHanbHoe " B ycnoBusX MlopanusMa Bce Naptii v niobbie obLLecTBeHHO-
NoNuTU4eckne oBbeANHEHVA QOMKHBI CTaTe 0OBEKTOM NPOKYPOPCKOro Haasopa " [34].

3. Bauecnas LLesueHko. [leMoH Haykn: Kocmuyeckuiin Kybok // «3HaHue -- cuna», 2003 =

KEI'IﬂEp pazaenan TpagMUuMOHHOE NOHUMAaHWE NCTUHBI KaK CNTMAHWUA BELWW C MHTENNeKTOM: " Mo3HaBaTe — 3HAYMT
CONOCTaBNATL BOCMPWHATOE U3BHE C BHYTPEHHUMUW NOEAMW W BBIHOCUTE 0 TOM, HACKOJIbKO OHW COBMagaT
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Now, we will look at the lemma «cyxnenue». The results fetched include
the word forms cyxknaeHus, CyXICHHH, CYKICHHEM, CYKICHHUSAX,
CYXKICHUSMHU.

1. ®opym: 17 MrHoBeHuiA BecHbl (2005-2010) =

A Befb 06bl4HbIE BOMHbI PeliXa, KaK MOXHO YBULETb B CEPUATE, HE BCErAa Pasaenanm 3anepLuerocs B ByHkepe
dropepa.

2. Napwuca WnakoBckas. Ctapbie Bewy. LleHHOCTb: MeXxay rocynapcreom u obwecteom //
«HenpukocHoBeHHbIN 3anac», 2004.01.15 <

3UMMeNb NONaraeT, YTo LEHHOCTE He MPUHAANEXUT CaMUM BeLLaM B Ka4eCTBe UX HeNOCPeaCcTBEHHOrO KaYecTea [2], a
ABNAETCS , BBIHOCMMBIM CybBekTOoM 06 obbekTe.

Eyﬂ,y\-llﬂ W3Ha4YanbHO CyﬁbeKTMBHb\M » LEHHOCTE OG"bEKT-“\BﬂpyeTCFI B npouecce obmeHa.

3. AnekcaHap AdaHacbes. Cya npucskHbIX B Poccum // «OTeyecTBEHHbIE 3annCcKn»,
2003 =

" CynbW 0BLLECTBEHHON COBECTH ' HE 3aBUCENN B CBOUX OT Kakux-nnbo NpeanncaHiin CBbille, B OTANYME OT
npodeccMoHanbHbIX Cyaei, Nony4asLunx CTPOrve LMpKynapsbl 13 MruHucTepcTBa ocTuumy U 06A3aHHbIX 00bRCHATD
NPUYUHBI BBIHOCMMBIX VIMW ONpasaaTteNbHbIX NPUroBOpoB.

When exploring the node use patterns, we are normally interested in
collocations. Collocation is a co-occurrence relationship between words or
phrases. Words are said to collocate if they are more likely to occur
together. In order to find collocations we need to specify the key lemma
and features of collocates we are interested in. It may be a part-of-speech
option or a semantic feature. The range of features available depends on
annotation. We also need to specify the distance range where the collocates
need to be found. In the example below we have chosen verbs that stand
within the distance of 3 words before or after the word «cyxnenue»

Kntoy Konnokat
Nemma @ Nemma @ @
cyxaeHne } [ ]
nobaBuTh CBOWCTBO A
Fpamm. npusHaKn BbIbpaTb @ ®
E |
PaccTonnue
oT: [o:
E JE ]
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The search results reveal the most likely collocates and specify their
frequency together and the key frequency.

Kmoy Komoxam CoemecmHaa Yacmoma  Yacmoma LogDice ¥  Loglikelihood MP
yacmoma KITHOYa KOJLTOKAMA

CYWOSHWE  BblCKasblBaTb 230 11346 9370 1019 2631.62 17.57
CYWOSHWE  HOPManW3oBaTb 60 11346 379 9.42 917.72 16.75
CYWOSHWE  BbICKasaTb 134 11346 17769 9.31 1214.21 15.31
CYWOBHWE  BbIHOCWTb 65 11346 11227 8.84 554.27 13.60
CYOEHWE  MoAnexaTtb 53 11346 12483 8.58 419.13 12.88
CYOEHWE  BO3AepHUBaTLCA 25 11346 1404 8.46 269.39 12.81
CYWOEHWE  BbIHECTK 56 11346 17897 8.44 408.91 12.69
CYOEHWEe  BbipawaTtb 58 11346 22004 8.34 403.81 12.59
CYWOEHWe  OCHOBbIBaTb 20 11346 1202 8.25 212.77 12.30
CYWAEHWE  MOCTaHOBWTH 22 11346 6068 8.02 167.01 10.97
Cy®OeHne  cMmeTb 42 11346 22273 8.01 264.57 11.61
CYWAEHWE  MPON3HOCUTb 33 11346 16921 7.94 210.04 11.16
CYWAEHWE  BbICNYLWNBAaTb 18 11346 4276 7.93 141.98 10.71
CY¥OeHWe  BO3Jepwarbes 15 11346 2516 7.86 128.72 10.70
CY®OeHWe  OCHOBbIBATLCS 16 11346 4462 7.80 121.10 10.32
Cy®OeHne  u3naratb 17 11346 5736 7.78 122.25 10.25
CyaeHne  UMeTb 385 11346 394157 7.73 1940.93 15.38

Corpora and corpus approach in translation
Parallel corpora have probably the most obvious value for translation
because they provide a number of solutions to a problem, whether it is a
tricky culture-specific word, an idiom or a lexical gap. Let’s look at the
search results for the Russian word kamau in Russian-English parallel
corpus.
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2. Bnagnmup CopokuH. [leHb onpu4Huka (2006) | Vladimir Sorokin. Day of the Oprichnik (Jamey Gambrell,
2011) (D)

pyccKnii: AHMMNACKWIA:

Odake COMTEHLMKIN N NTOTOLHWKK C X0aAT 34eck Here, even the hawkers and bread peddlers walk fearfully and
oMnacnuBo v NMOKPUKMBAIOT pobKo. their cries are timid.

pyccKuni: AHMMNACKWIA:

OcobnumBo Koraa ero Ha ropaqvi HamaxeLlb, a NOTOM Ha Especially on hot rolls, with a bit of beluga caviar...

HEero cBepxy — UKOPKW 6enyxbeil...

PYCCKWIA: AHMMUACKWA:

Tonbko NOTOLUHWKK pafoBannch: MUPOXKA 1 Ha noTKax Only the peddlers were happy: buns and loaves of kalachi froze
BbICTPO NpOMepP3anu, HUKTO He MOr NMPOBEpPUTL UX quickly, so no one could check their freshness.

CBEeXeCTb.

4. Kurt Vonnegut. Hocus Pocus (1990) | Kypt BoHHeryT. ®okyc-nokyc (M. Kosanesa, 1993) (O

AHMUACKWIA: PYCCKMIA:
They wouldn't touch schools for unwelcome children of Wx B LWIKOMbI AN1A HUKOMY He HY>HbIX JeTell HUKOMY He HYXHblX
unwelcome parents with a 10-foot pole. popuTtenen He 3aMaHNLWb.

Thus, the quick overview of available translation options gives us a variety
of equivalents including the transliterated “kalachi”. These and many other
examples can be further examing to find out the motivation of translators
behing each choice depending on the context and pragmatics. These can
also be used as second opinion when we need to verify our own
hypothesis.

Another possible use is to find the most probable collocations. For

example, if we’re not sure about the verb to use with the word
“condolences”, we can look it up in a monolingual English corpus.
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Corpus of Contemporary American English

‘condolences ‘ Word/phrase
‘VERB ‘ Collocates E]

+[a[3[2]1]o Mo 1[2]3]4]+]

‘ Find collocates ‘ ‘ Reset ‘

O Sections Texts/Virtual Sort/Limit Options

# HITS

4 KWIC 200

GROUP BY LEMMAS |
SHOW # TEXTS

CASE SENSITIVE

DISPLAY RAW FREQ

SAVE LISTS

The results provide clear evidence for “offer” and “express” as the most
likely options
ON CLICK: @TRANSLATE (7?) = ENTIREPAGE (& GOOGLE [of IMAGE [ PRON/VIDEO [I]BOOK

HELP @ || RE-USE WORDS FREQ

1 © || [OFFER] 398 I
2 © || [EXPRESS] 215 I
3 @ % [SEND] 124 I
4 © & [EXTEND] 82 I
5 O | [GIVE] 57 I
6 © || [ACCEPT] 54 I
7 O & [PAY] 19 |
8 @ | [CONVEY] 17 I

Corpora can also be used along with search engines to clarify the meaning
and use patterns of words that are new and not yet in dictionaries.
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1. Rozetked Discuss. telegram Rozetked Discuss (16.07.2022) ()

@NEKC, 3AMYCKAELUIb B HEel Y& HMTE Ha CTAPOM KOMME M CHAMWE MOKS OHE MPOTYNUT C MUNNWARO0M NPOLECCOE
oT Myrn cepeUcos

2. Rozetked Discuss. telegram Rozetked Discuss (08.08.2020) (1)

OTel No MoNogoCTH nog MeTannuky

3. Rozetked Discuss. telegram Rozetked Discuss (20.08.2019) ()

Nyuwe kode cefbe B MecTHbIX cCTapbakcax NokynaTte byay u B MHCTarpame kax namotq

4. Rozetked Discuss. telegram Rozetked Discuss (04.07.2019) ()

PebATa A TYT HOBEHEKWIA, 8 KaK

5. Rozetked Discuss. telegram Rozetked Discuss (02.01.2021) ()

4

6. Yat gnAa xygoxHUKoB. telegram Yat gnsa xygoxHukoe (25.07.2022) ()

0 H22eT Bbl HaNOMHWOKW MHE O TOM KaK Mbl BO OBOPE NOL 3TY NeCHD

7. Yar gna xygoxkHuKoe. telegram Yar ana xygoxxHukos (03.08.2019) ()

Tel M3TEPHCE a & Gyay

8. Rozetked Discuss. telegram Rozetked Discuss (27.11.2020) ()

Mawc , YTO KYNWN MEePC, Ha CNeaywwend Hegene cnpallvean Npo Takck CepBuCk

Context found in Russian National Corpus reveal at leat some of the
possible meanings:

1) Gecrone3HO MPOBOAUTE BpEeMS

2) pa3BieKaThCs, TAHIIEBATh

3) xBacTaTbCsl, BHITEHIPUBATHCS

Region-specific words can also reveal their meaning in corpora. For
instance, we can see that “vex” is used in Nigeria and Jamaica and means
smb feel angry or annoyed or feel that way”; A commonly used slang
phrase: No vex o! «No vex if U are a 75 year old man but no one is Ur
child here» «You can get vex easy sometimes eeh?»
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(® Corpus of Global Web-Based English (GIoWbE) [5] 4.

SEARCH FREQUENCY CONTEXT OVERVIEW

ON CLICK: | [E] CONTEXT| @) TRANSLATE (??) i=ENTIREPAGE (5 GOOGLE [ IMAGE [ PRON/VIDEO [[]BOOK [@ THESAURUS [+ ]

| vee @k | aufl | us A GBI E AU NZ N LK PKBD S MY PH MK ZA NG GH KE | TZ M |
1 ) VEX 671 Pl o 49 e 23 e 12 15 s 10 1 2 1 R - RN - |

them in derision. Then shall he speak unto them in his wrath, and vex them in his sore displeasure?. Verse 9:? Thou shall break them
n't ask Folarin anything about you. " # " OK, no need to vex, " he soothed, " My name is Baba... " # Someone was

depending on whats happening at the time. Just becos your pikin misbehaves and you vex, no mean say you no love am again nah! E no mean say

Corpus managers are convenient for quick analysis of the text vocabulary.
By exploring key words, their frequency and common collocations, we can
make a list of words and phrases to be included into the glossary and work
futher with search engines, dictionaries and corpora to find appropriate
equivallents. The use of corpus managers may not be feasible for short
texts but is essential for multi-page documents devoted to one topic.

SELF-CHECK TASKS

1.  Give English equivalents for the following words and word
combinations: SI3eIk B €ro €cTeCTBEHHOM BHJE, KOJMYECTBEHHBIA U
KaueCTBCHHBIM aHaliu3, KOPIYCHBIM MOAXOJ, OBIaJCHUE WHOCTPAHHBIM
SI3BIKOM, OTCJICIUTH Pa3BUTHE, TIOSIBIICHUE BapUAHTOB, MapKephl AUCKypCa,
OpUAYMaHHBIE TPUMEPHI, TOATBEPAUTh WIW OTBEPTHYTh THIOTE3Y,
palMoHaIbHO  OPTraHM30BaHHBIM, MPUHIMNBI  OTOOpPa, COOCTBEHHO
SI3BIKOBBIC KPUTEPHUH, OSKCTPATMHTBUCTHYCCKHNE KPUTEPUHU, COCTABIICHHE
an(aBUTHOTO CIKCKa CIIOB, YaCTOTHOCTh, pa3METKa, CIOBOYIOTpeOIeHUE
(2), mpeacTaBUTENBHBINA KOPITYC, CHATA HEOJHO3HAYHOCTD, IEPEBOAYECKAS
JIaKyHa, peaus.

2. Answer the questions

1)  What is a corpus?

2)  What is corpus linguistics?

3)  What for can we use corpus-based approach?

4)  What historical / specialized / multilingual corpora do you
know? What are they famous for?

5)  What sort of corpus is the BNC?
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6) What is a corpus manager?

7)  What are the main features of a corpus manager?

8)  What is concordance?

9)  What is an n-gram?

10) In what ways can corpora and corpus-based approach be used
in translation?

PRACTICE TASKS

1.  Analyze the use of nerd vs. geek

Compare the use and collocates of nerd and geek in COCA and
BNC. When comparing mention frequency, common collocates, topics and
types of discourse they are used in. Suggest differences in meaning.

2. Use GloWbE to determine in which varieties of English the
following words or expressions are the most common. Can you see traces
of borrowing into other varieties? Can you figure out their meaning from
the context?

) lah
o dunny
o tuque or toque
o lekker
o dinkum
o good on (pronoun),
o sleveen
o speed money
o tai tai
TUTORIAL

In this tutorial you are going to learn creating our own corpora using
AntConc. Find and download a file with the programme. Before doing the
tasks of the laboratory work, watch tutorials by Anthony Lawrence, the
main developer of this software.

1.  https://www.youtube.com/watch?v=9TsqFVrUYOO - basic
features
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2. https://www.youtube.com/watch?v=_z9wwX7eR-Y - how to
start your work in AntConc

3. https://www.youtube.com/watch?v=uAYCA8dYbr4 - how to
use concordance tool

4.  https://www.youtube.com/watch?v=2rvsBaM6W8Y -
advanced features of concordance tool

5. https://www.youtube.com/watch?v=2Zb71yaBP_Il - word list
tool

6.  https://www.youtube.com/watch?v=JvasTvQY7kU - key word
list tool

The task for the tutorial is to create a glossary based on a created
COrpus using a corpus manager.

In order to do it you should follow the steps below:

1.  Create a corpus using the texts attached.

a) download the texts.

b)  convert them into .txt format

c)  make sure the encoding is FOuukox (UTF-8)

d) when you upload the texts in AntConc, check if it works by
inserting any word in the box Search Term (for example mous* ) If you see
in the concordance box all the contexts for the search word,
congratulations! you have successfully made a corpus.

2. Work with the Word list tool to find the most frequently used
words and word combinations

a)  go to the Word list tab and create a word list

b)  you will see that on the top of the list are articles, prepositions,
conjunctions, etc. that are no value for our glossary

c) in order to get rid of them click on the Tool Treferences, then
choose the category Word list and add the most frequent but unnecessary
words to the stoplist (choose Use the stoplist below): add at least 10 words,
after entering every word click Add. When you have entered all the 10 (or
more) words click Apply
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d) click Start in the Word List tab. If you see the word list without
words you have added to the stoplist, congratulations!!!

3. Work with the most frequent words which are on the top of
the list in the Word list tab, Concordance tab to make up a list of terms
and word combinations to compile a glossary.

a) by clicking on each word you will see all the contexts in the
Concordance tab.

b) choose the most frequent word combinations and copy-paste
them into your glossary (a .doc or .docs file)

c) use search engines to find explanations and definitions of the
words and terms for your glossary

4.  Use to dictionaries to find equivalents

a) for word combinations you cannot find equivalents in
dictionaries, make your own hypothesis and use search engines or corpora
to verify your hypothesis or choose between several ones.

5.  Make a glossary of at least 30 (probably more) terms and
word combinations as a table with 3 columns (source term - equivalent -
explanation or example). Make sure that explanations as well as examples
are taken from originally English web-sites.

6. Make up a report based on the work.

7. Attach the resulting glossary as Appendix.

Texst to be used for creating a corpus and a glossary can be found in
Appendix 4 and Appendix 5.

For formatting rules see Appendix 1, for report structure refer to
Appendix 2, a sample tutorial report can be found in Appendix 3
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UNIT 5
TRANSLATION MEMORY

Pre-reading tasks

Make sure you know Russian equivalents of the following words
and word combinations and explain the meaning of underlined words

Ensure the consistency, a match, table entry content, fuzzy matches,
configurable settings, ensure consistency, keypunched, text alignment,
retrieval, concordance search, Ul, in-house solution, autosuggest,
customizing.

Introduction

A translation memory (TM) is basically a database of previously
translated segments for CAT (computer-assisted translation) tools.
Different CAT tools use different TM formats, but most of them can be
converted. It’s typically one source language and one or more target
languages.

TMs work at the sentence level. CAT tools break down source
documents into their component segments. The segment is the smallest
reusable chunk of text. A segment can be equal to a sentence, or it can be a
heading, an element in a list or table entry content. Words are not used for
this purpose because different contexts require different translations.

As the translator works, the current segment is compared to those in
the translation memory, and if it has something very similar, the CAT tool
will automatically show this to the translator. Identical source segments are
called 100% matches. This means that somebody in the past had already
translated that exact segment. There are also 101% and 102% matches,
which means that not only the current segment, but also one or both of
those before and/or after it are the same as stored in this TM entry.
Matches below 100% are called fuzzy matches. These are ranked from 0%
to 99%. A 99% match means that the segments differ by at least one
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character. Matches below 70% are often considered useless and might not
show up, depending on the settings.

“Repetitions” are identical segments within one document that have
no translation in the translation memory yet. Most CAT tools scan for
repetitions before the translator starts working. After the translator is done
with the first occurrence of these, all others will get filled in automatically.

Translation memory statistics is a breakdown of how many 100%-+
matches, fuzzy matches, repetitions, and new text the file has. Typically,
each category has a different price applied to it. For example, a 99% match
can be priced at 10% of the default per-word rate, while a 75% match can
be priced at 40%. These settings are configurable in most CAT tools.
Words “discounted” according to such percentages are sometimes referred
to as “weighted” words. The rationale behind this is that a translator works
less on matching segments, thus a lowered per-word rate nevertheless
results in the same or higher per-hour rate. This is considered a fair deal
and is practiced by almost every translation agency and customer
nowadays.

Translation memories reduce the price for clients when there is a lot
of repetitive content across their past translations while reducing the time
required to finish a project.

But most importantly, translation memories ensure the consistency
and hence quality of translation. Besides matches as such, you can use your
existing translation memories for concordance searches — where you
investigate if the translation memory has a certain term was translated
before, if the segment as a whole wasn’t. Note that for even more
consistent terminology management it might be better to use glossaries
instead of translation memories.

There are a lot of translation memory tools. These include Wordfast,
Trados, Smartcat, Memsource, MemoQ, Across, etc. Some language
service providers even make their own translation tools, but these are
typically of lower quality and only provide the most basic functions.

( from https://www.smartcat.ai/articles/what-is-translation-memory/)
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Historical Background
In 1966, the Automatic Language Processing Advisory Committee
(ALPAC) published an influential report called “Language and Machines”,
which concluded that future prospects for machine translation were
limited. In this same report, there is a short description of a system used by
the European Coal and Steel Community (CECA) that seems to qualify as
an early TM system. The report describes CECA’s system as

automatic dictionary look-up with context included. [...] [T]he
translator indicates, by underlining, the words with which he desires
help. The entire sentence is then keypunched and fed into a
computer. The computer goes through a search routine and prints out
the sentence or sentences that most clearly match (in lexical items)
the sentences in question. The translator then retrieves the desired
items printed out with their context and in the order in which they
occur in the source?!.

What is interesting about the system is its bilingual output. Although
this particular system was intended primarily for terminological research,
the process includes the elements of text alignment, automatic matching
and retrieval, and keeping terms in their contexts, thus anticipating many
of the essential features of modern systems.

In 1978, Peter Arthern filled in some of the blanks by expanding the
idea of a “translation archive”. His vision included the storage of all
previously translated texts the ability to retrieve quickly and insert into
new documents as required. The quick retrieval of any parts of any text
does not presuppose that the translator would be limited to looking up
lexical units or even sentences, and the ability to insert matches into new
documents adds a new dimension of usefulness for the translator.

In 1980, Martin Kay called for a complete re-evaluation of the
relationship between translators and computers with his proposal of a
translator’s amanuensis. In his view, machines will gradually take over

1 ALPAC Report, Language and Machines — Computers in Translation and Linguistics. A Report by the
Automatic Language Processing Advisory Committee, Washington, DC, 1966 Pexum nocryna
https://www.nap.edu/resource/alpac_Im/ARC000005.pdf /Tata o6pamenus 30.04.2021
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certain functions in the overall translation process and little by little, they
will approach translation itself, his main idea being modesty and reliability
at each stage. “Little steps for little feet!” he called it.

Kay offers text editing and dictionary look-up as examples of easily
mechanizable tasks that are likely to increase a translator’s productivity.
He then describes an outline of a TM-type system:

The translator might start by issuing a command causing the
system to display anything in the store that might be relevant to [the
text to be translated]. This will bring to his attention decisions he
made before the actual translation started, statistically significant
words and phrases, and a record of anything that had attracted
attention when it occurred before. Before going on, he can examine
past and future fragments of text that contain similar material?.

The idea was not quite as trivial as dictionary look-up, and it seemed
to fall into the area of functions ‘“approach[ing] translation itself”.
However, Kay considered this task more mechanizable and more
achievable in the shorter term than machine translation proper.

Alan Melby picked up this theme again two years later with his
“translator’s workstation”, functioning on three levels. The first level
includes all functions that can be completed in the absence of an electronic
source text, including word processing, telecommunications and
terminology management. Melby’s second level assumes the availability of
the source text in electronic format for such functions as text analysis,
dictionary look-up, and synchronized bilingual text retrieval, while the
third level refers to machine translation.

Melby’s description of synchronized bilingual text retrieval in his
1992 paper, “The translator workstation”, begins to approach quite closely
the current incarnations of TM tools:

2 Kay, Martin, "The Proper Place of Men and Machines in Language Translation". Machine Translation. 12 (1
2): 3-23. 1997. Pexxum noctyna https:/link.springer.com/article/10.1023%2FA%3A1007911416676 nara
obpamenus 1.05.2021
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When a document had been translated and revised, the final
version, as well as its source text, would be stored in such a way that
each unit of source text was linked to a corresponding unit of target
text. The units would generally be sentences, except in cases where
one sentence in the source text becomes two in the target text or vice
versa. The benefits of synchronized bilingual text retrieval are
manifold with appropriate software. A translator beginning a revision
of a document could automatically incorporate unmodified units
taken from a previous translation into the revision with a minimum
of effort®.

Melby’s use of the words “synchronized” and “linked” is important.
They refer to the concept of alignment, an important element in the design
of effective TM tools. It was the appearance of TM tools like ALPS (1981)
and ETOC (1988) during the 1980s that pushed translation memory
beyond the realm of mere academic speculation, but it was during the
1990s that TM developers were finally able to incorporate advances in
corpus alignment research. Hutchins sees this as an essential step toward
the viability of a TM as a useful tool for translators.

The late 1980s and early 1990s saw the development of another
interpretation of “synchronized bilingual text retrieval”, namely bilingual
concordancing. A bilingual concordancing tool is used to search for
patterns in a bitext, also called a parallel corpus, which is made up of
aligned source and target texts. It retrieved the requested patterns in their
immediate contexts along with their corresponding translations. One such
tool is RALI’s TransSearch. Users of TransSearch must define and enter
search patterns themselves, but attempts have since been made to automate
the look-up process.

During the early- to mid-1990s, translation memory made the next
leap, from research to commercial availability. TRADOS, a German
translation company, released the terminology management system
MultiTerm in 1990, later following it with its TM tool Translator’s

3 Melby, A.[K.]: 1992, ‘The Translator Workstation’, in J. Newton (ed.), Computers in Translation: A Practical
Appraisal, Routledge, London, pp. 147-165.
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WorkBench. Atril released its in-house TM tool, Déja Vu, in 1993
(www.atril.com). Transit, by STAR, and Translation Manager/2, by IBM,
were also released around the same time. Translation companies and
freelance translators are now faced with the question of whether to
embrace the new technology, which still requires a significant investment
of resources, and if yes, which among the growing selection of competing
brands to choose.

(from “Metrics for Evaluating Translation Memory Software” by
Francie Gow)

In 1990, TRADOS launched their first product, MultiTerm (a
terminology database, now known as SDL MultiTerm) into the market
place. The first version of Translator's Workbench was later released in
1992. Trados also started expanding as a company in the mid-nineties.
Matthias Heyn, a computational linguist from the University of Stuttgart
joined the company and developed the first alignment tool on the market
(T Align, later to become WinAlign, one of the applications available in
SDL Trados 2007 Suite). In addition, TRADOS began to open a network
of global offices, including Brussels, Virginia, UK and Switzerland.

The nineties saw a marked increase of development in translation
software technology. Many freelance translators were benefiting from the
increasing sophistication and affordability of personal computers, meaning
that CAT tools were becoming more and more commonplace. As well as
the time-saving and quality benefits of using translation memory tools at a
desktop level, the Internet paved the way for enhanced productivity
through the real-time sharing of translation assets via server technology.
This helped to rapidly accelerate the rate at which content could be
localized, enabling organizations to enter new marketplaces and
communicate their messaging in the language of their customers.

The acquisition of TRADOS by SDL in 2005, enabled the two
market leaders to leverage their respective product and technical
knowledge to expand functionality and features for their customers. The
product release of SDL Trados 2007 Suite, combined robust technology,
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with innovative new features, including automated translation (beta), to
help further increase speed and productivity within the translation process.

2009 saw the launch of the Studio family of SDL Trados products,
the next generation in translation memory software which revolutionized
the way localization professionals worked. SDL Trados Studio 2009, not
only merged the best of TRADOS and SDLX, but this release benefitted
from the culmination of 25 years translation software expertise and over
$100 million investment in R&D.

Following on from the release of SDL Trados Studio 2009, the SDL
OpenExchange was launched to industry acclaim as the first application
store for the translation industry. SDL OpenExchange is a unique, open
industry platform, which enables 3rd party developers and translators to
build and market apps and plug-ins, the SDL OpenExchange now has more
than 40 apps available to translators. During 2011 the journey of CAT tool
evolution continued and SDL Trados Studio 2011 was launched to the
market. Which allowed more opportunities for localization professionals

(from https://www.sdltrados.com/about/history.html)

Further development of TMs involved the development of features
and functions common for most of contemporary software. The
innovations brought about

e Going online with cloud-based technologies

e Increased personalization and customizing options along with a
more user-friendly Ul

e MT engine built in (often a self-learning one)
e Autosuggest feature

e Project related functions (allowing project management,
collaborations, payment, etc)

e Increased variety of formats
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Most common TMSs

When speaking about different TM software we should mention two
types of programmes — desktop and cloud-based. Which growing internet
availability cloud-based software has been gaining popularity. They are
easy-to-use, do not take up your computer’s storage space, and allow
shared access to projects as well as on-line management. Besides you can
work with you project from any location and any device that has access to
the internet. The weak point in this case is security and confidentiality.
Companies offering cloud based solutions have been working really hard
to solve the problems and claim to have protected the data from
unauthorized access. Desk top versions are installed on your computer and
do not need internet. It is safer and provides due confidentiality however
most of the advantages of cloud-based solutions are not available here.

Smartcat
https://ru.smartcat.ai/

Smartcat is a cloud based TM tool which was originally developed
as a CAT tool in 20122015 as an in-house solution by ABBY'Y Language
Solutions, a linguistic service provider within the ABBYY group of
companies. The impetus for its development was that ABBY'Y LS had “felt
constrained by translation technologies that had existed for the last 15
years” and wanted a solution that would let them “manage projects with
dozens of collaborators, including project managers, translators, editors,
and so on” while being “intuitive, cloud-based, scalable, and powerful.”

(from https://en.wikipedia.org/wiki/Smartcat)

Features:

- unlimited number of translators and proof readers can work on
the same project
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- project management functions, automated payment,
opportunities of finding a projects for free-lancers and finding translators
for a project

- supports MS Office formats

- supports files in PDF, JPG, JPEG, TIF, TIFF, BMP, PNG, GIF,
CX, PCX, JP2, JPC, JFIF, JB2, DJVU u DJV after they are processed by
OCR - optical character recognition — for additional fee

- previous translation memory files can be uploaded to and
downloaded from Smartcat

Linguistic functions
- dictionary (by default - ABBYY Lingvo)

- glossaries (can be created, uploaded used repeatedly in new
projects by adding them to the project resources)

- two free machine translation options: Microsoft Translator and
SAngexc.Translator (GoogleTransalte and Lilt. require a fee)

- TM import and export (.tmx and .sdl iles)
MemoQ

memoQ is a proprietary computer-assisted translation software suite
which runs on Microsoft Windows operating systems. It is developed by
the Hungarian software company memoQ Forditastechnologiai Zrt.
(memoQ Translation Technologies), formerly Kilgray, a provider of
translation management software established in 2004 and cited as one of
the fastest growing companies in the translation technology sector in 2012
and 2013. memoQ provides translation memory, terminology, machine
translation integration and reference information management in desktop,
client/server and web application environments.

As of 2018, all supported memoQ editions contained these principal
modules:
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File statistics

Word counts and comparisons with translation memory databases,
internal content similarities and format tag frequency. memoQ was the first
translation environment tool to enable the weighting of format tags in its
count statistics to enable the effort involved with their correct placement in
translated documents to be considered in planning. Another innovation
introduced for file statistics was the analysis of file homogeneity for
identifying internal similarities in a file or a group of files which might
affect work efforts. Previously such similarities had only been identified in
the form of exact text segment repetitions or in comparisons with
translation unit databases (translation memories) from previous work.

File translation and editing grid

A columnar grid arrangement of the source and target languages for
translating text, supported by other information panes such as a preview,
difference highlighting with similar information in reference sources and
matches with various information sources such as translation memories,
stored reference files, terminology databases, machine translation
suggestions and external sources.

Translation memory management

Creation and basic management of databases for multilingual (in the
case of memoQ, bilingual) translation information in units known as
"segments”. This information is often exchanged between translation
management and assistance systems using the file format TMX. memoQ is
also able to import translation memory data in delimited text format.

Terminology management

Storage and management of terminology and meta information about
the terminology to assist in translation or quality assurance. memoQ is able
to import terminology data in TMX and delimited text formats and export
it in delimited text and an XML format. memoQ also includes an
integrated facility for statistical terminology extraction from a chosen
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combination of documents to translate, translation memory databases and
reference corpora. The stopword implementation in the terminology
extraction module includes special position indicators to enable blocked
terms to be included at the beginning, in the body or at the end of multi-
word phrases[24], which distinguishes this terminology extraction
approach from most others available in this type of application.

Reference corpus management

Also known by the trademarked name "LiveDocs", this is a diverse
collection of information types, including aligned translations, bitext files
from various sources, monolingual reference information in many formats
and various types of media files as well as any other file types users choose
to save for reference purposes. File types not known by the memoQ
application are opened using external applications intended to use them. A
distinguishing characteristic of bilingual text alignments in memoQ is
automated alignment which need not be finalized and transferred to
translation memory databases before it can be used as a basis for
comparison with new texts to translate, and alignments can be improved as
needed in the course of translation work. In practice this often results in
much less effort to maintain legacy reference materials.

Quiality assurance

This is for verifying the adherence to quality criteria specified by the
user. Profiles can be created to focus on specific workflow tasks, such as
format tag verification or adherence to specified terminology.

There are also other supporting features integrated in the
environment such as spelling dictionaries, lists of nontranslatable terms,
autocorrection rules and "auto-translation” rules which enable matching
and insertion of expressions based on regular expressions.

Supported source document formats
memoQ 2015 supports dozens of different file types,[25] including:
various markup and tagged formats such as XML, HTML, XLIFF,
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SDLXLIFF (SDL Trados Studio's native format for translation),
OpenDocument files; plain text files; Microsoft Word, Excel, and
PowerPoint; and some Adobe file formats, such as PSD, PDF and
InDesign. To know more about supported formats and languages in
memoQ, see this link: Languages and file formats.

Handling of translation memories and glossaries

The translation memory (TM) format of memoQ is proprietary and
stored as a group of files in a folder bearing the name of the translation
memory. External data can be imported in delimited text formats and
Translation Memory eXchange format (TMX), and translation memory
data can be exported as TMX. memoQ can also work with server-based
translation memories on the memoQ Server or, using a plug-in, other
external translation memory sources. memoQ Translation memories are
bilingual.

In translation work, translation segments are compared with
translation units stored in the translation memory, and exact or fuzzy
matches can be shown and inserted in the translated text.

Glossaries are handled by the integrated terminology module.
Glossaries can be imported in TMX or delimited text formats and exported
as delimited text or MultiTerm XML. Glossaries can include two or more
languages or language variants. Term matching with glossary entries can
be based on many different parameters, taking into consideration
capitalization, partial or fuzzy matches and other factors. Terms to be
avoided can be marked as "forbidden" in the properties of a particular
glossary entry.

Integration of machine translation and postediting

MemoQ has integrated machine translation and postediting into its
translation workflow. With the selection of appropriate conditions and a
plug-in for machine translation, machine-generated translation units (TUS)
will be inserted if no match is found in an active translation memory.
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The translator can then post-edit the machine translation in the
attempt to make sense of it. memoQ currently includes plug-ins which
support the following MT systems: Omniscien Technologies (formerly
Asia Online), Globalese, iTranslate4.eu, KantanMT, Let's MT!, Systran
MT, Google Translate, Microsoft Translator and a pseudotranslation
engine. Other MT systems can be integrated via the application
programming interface (API).

(from https://en.wikipedia.org/wiki/MemoQ)

SELF-CHECK TASKS

1.  Give English equivalents for the following words and word
combinations: Panee TiepeBeJCHHBIE CETMEHTHI, S3BIK IIEPEBOJA,
3aroj0BOK, CIHCOK, COJICPKUMOE SYCHKHU TaOJIUIIbI, UCXOIHBIN CETMEHT,
HEUETKHE COOTBETCTBHS, IOJHBIE COBHAJCHHS, MOBTOPHI, 3HAYCHHE IIO
YMOJIYaHHIO, OIUIaTa MO KOJIMYECTBY CJIOB, MOBTOPSIOMIEECS COACPIKAHUE,
CJIOBOYTNIOTPEOJICHUS, YIIpaBIeHNEe TEPMHUHOJIOTHEH, BOMBATh BPYUHYIO Ha
KJIABUATYpPE, W3BJIEKATh, BBIPABHUBAHUE, COBMECTHOE HCIIOJIb30BAHUE
MEPEBOTUECKUX PECYpCOB, 3amMycK, oOOJlayHOE pelIeHUuEe, €AUHCTBO
TEPMUHOJIOTUH.

2. Answer the questions

1) What is translation memory?

2) What is a unit of TM? What can it be equal to?

3) What do you remember about the evolution of the
technology? Whose ideas laid the grounds for modern software?

4) What tools are integrated in a modern TM?

5) What are the benefits and downsides of using TM in
translation?
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PRACTICE TASKS

Describe any TM. Characterize the Ul, customizing options.
Functions, etc.

TUTORIAL

In this tutorial you will get to know Omega T by translating a
children's poem "This is the house that Jack built..." by Mother Goose.
Omega Tis the simplest software that is purely based on translation
memory technology without additional features. But once you have
mastered Omega T you are sure to quickly deal with any other modern
software.

1)  Before doing the task watch a tutorial following the link
https://www.youtube.com/watch?v=3Wv79R9Sp6E

2) Download Omega T (https://omegat.org/download) and
create a project. The text for the project will be a children's poem
"This is the house that Jack built..." by Mother Goose.

3) Before translating open all tabs and settings and describe
the interface the program. When preparing a report, attach
screenshots that show different elements of it.

4)  Upload the text in the newly created project and start
translating it segment after segment.

5) In the course of translation you will come across new
words. Make up a glossary inside the project. Make sure the glossary
works well and in the next segment the words from the glossary are
highlighted and in the glossary window you can see the Russian
equivalent.

6) As you translate, you will see, that with every new
segment, the number of variants in the Fuzzy Match (aeuetkue

coBmaaenns) window increases. You can choose the match which
suits your translation needs best. Provide a screenshot showig how
the fuzzy matching box and the glossary box work together.

7)  Assoon as you have completed translation you should go
to the tab [Ipoekt and choose Co3nate nepeBeIeHHbIE JOKYMEHTHI.
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8) Go to the project folder and open the subfolder Target
and file the resulting translation. Attach the file together with the
report.

9)  Go to the project folder and open the subfolder Glossary
and file the resulting translation. Attach the file together with the
report.

10) Prepare a report based on the laboratory work. Files to be
submitted: 1) Report, 2) Target text, 3) Glossary

For formatting rules see Appendix 1, for report structure refer to
Appendix 2, a sample tutorial report can be found in Appendix 3
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UNIT 6
MACHINE TRANSLATION

Pre-reading tasks

Make sure you know Russian equivalents of the following words
and word combinations and explain the meaning of underlined words

Computer-aided translation, customization, output quality, generative
linguistics and transformational grammar, semantic ambiguity, interlingua,
PEMT, MAHT, source language, target language,

Introduction

Machine translation, sometimes referred to by the abbreviation
MT (not to be confused with computer-aided translation, machine-aided
human translation (MAHT) or interactive translation) is a sub-field of
computational linguistics that investigates the use of software to translate
text or speech from one language to another.

On a basic level, MT performs simple substitution of words in one
language for words in another, but that alone usually cannot produce a
good translation of a text because recognition of whole phrases and their
closest counterparts in the target language is needed. Solving this problem
with corpus statistical, and neural techniques is a rapidly growing field that
is leading to better translations, handling differences in linguistic typology,
translation of idioms, and the isolation of anomalies.

Current machine translation software often allows for customization
by domain or profession (such as weather reports), improving output by
limiting the scope of allowable substitutions. This technique is particularly
effective in domains where formal or formulaic language is used. It follows
that machine translation of government and legal documents more readily
produces usable output than conversation or less standardised text.

Improved output quality can also be achieved by human intervention:
for example, some systems are able to translate more accurately if the user
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has unambiguously identified which words in the text are proper names.
With the assistance of these techniques, MT has proven useful as a tool to
assist human translators and, in a very limited number of cases, can even
produce output that can be used as is (e.g., weather reports).

Historical Background

In the mid-1930s the first patents for "translating machines" were
applied for by Georges Artsrouni, for an automatic bilingual dictionary
using paper tape. Russian Peter Troyanskii submitted a more detailed
proposal that included both the bilingual dictionary and a method for
dealing with grammatical roles between languages, based on the
grammatical system of Esperanto. This system was separated into three
stages: stage one consisted of a native-speaking editor in the source
language to organize the words into their logical forms and to exercise the
syntactic functions; stage two required the machine to "translate” these
forms into the target language; and stage three required a native-speaking
editor in the target language to normalize this output. Troyanskii's proposal
remained unknown until the late 1950s, by which time computers were
well-known and utilized.

The first set of proposals for computer based machine translation was
presented in 1949 by Warren Weaver, a researcher at the Rockefeller
Foundation, "Translation memorandum". These proposals were based on
information theory, successes in code breaking during the Second World
War, and theories about the universal principles underlying natural
language.

A few years after Weaver submitted his proposals, research began in
earnest at many universities in the United States. On 7 January 1954 the
Georgetown-IBM experiment was held in New York at the head office of
IBM. This was the first public demonstration of a machine translation
system. The demonstration was widely reported in the newspapers and
garnered public interest. The system itself, however, was no more than a
"toy" system. It had only 250 words and translated 49 carefully selected
Russian sentences into English — mainly in the field of chemistry.
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Nevertheless, it encouraged the idea that machine translation was imminent
and stimulated the financing of the research, not only in the US but
worldwide.

Early systems used large bilingual dictionaries and hand-coded rules
for fixing the word order in the final output which was eventually
considered too restrictive in linguistic developments at the time. For
example, generative linguistics and transformational grammar were
exploited to improve the quality of translations. During this period
operational systems were installed. The United States Air Force used a
system produced by IBM and Washington University, while the Atomic
Energy Commission and Euratom, in Italy, used a system developed at
Georgetown University. While the quality of the output was poor it met
many of the customers' needs, particularly in terms of speed.

At the end of the 1950s, Yehoshua Bar-Hillel was asked by the US
government to look into machine translation, to assess the possibility of
fully automatic high quality translation by machines. Bar-Hillel described
the problem of semantic ambiguity or double-meaning, as illustrated in the
following sentence:

Little John was looking for his toy box. Finally he found it. The box
was in the pen.

The word pen may have two meanings: the first meaning is
something used to write in ink with; the second meaning is a container of
some kind. To a human, the meaning is obvious, but Bar-Hillel claimed
that without a "universal encyclopedia” a machine would never be able to
deal with this problem. At the time, this type of semantic ambiguity could
only be solved by writing source texts for machine translation in a
controlled language that uses a vocabulary in which each word has exactly
one meaning.

Research in the 1960s in both the Soviet Union and the United States
concentrated mainly on the Russian-English language pair. The objects of
translation were chiefly scientific and technical documents, such as articles
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from scientific journals. The rough translations produced were sufficient to
get a basic understanding of the articles. If an article discussed a subject
deemed to be confidential, it was sent to a human translator for a complete
translation; if not, it was discarded.

A great blow came to machine-translation research in 1966 with the
publication of the ALPAC report. The report was commissioned by the US
government and delivered by ALPAC, the Automatic Language Processing
Advisory Committee, a group of seven scientists convened by the US
government in 1964. The US government was concerned that there was a
lack of progress being made despite significant expenditure. The report
concluded that machine translation was more expensive, less accurate and
slower than human translation, and that despite the expenditures, machine
translation was not likely to reach the quality of a human translator in the
near future. The report recommended, however, that tools be developed to
aid translators — automatic dictionaries, for example — and that some
research in computational linguistics should continue to be supported.

The publication of the report had a profound impact on research into
machine translation in the United States, and to a lesser extent the Soviet
Union and United Kingdom. Research, at least in the US, was almost
completely abandoned for over a decade. In Canada, France and Germany,
however, research continued. In the US the main exceptions were the
founders of Systran (Peter Toma) and Logos (Bernard Scott), who
established their companies in 1968 and 1970 respectively and served the
US Department of Defense. In 1970, the Systran system was installed for
the United States Air Force, and subsequently by the Commission of the
European Communities in 1976. The METEO System, developed at the
Université de Montréal, was installed in Canada in 1977 to translate
weather forecasts from English to French, and was translating close to
80,000 words per day or 30 million words per year until it was replaced by
a competitor's system on 30 September 2001.

While research in the 1960s concentrated on limited language pairs
and input, demand in the 1970s was for low-cost systems that could
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translate a range of technical and commercial documents. This demand
was spurred by the increase of globalisation and the demand for translation
in Canada, Europe, and Japan.

By the 1980s, both the diversity and the number of installed systems
for machine translation had increased. A number of systems relying on
mainframe technology were in use, such as Systran, Logos, Ariane-G5, and
Metal.

As a result of the improved availability of microcomputers, there was
a market for lower-end machine translation systems. Many companies took
advantage of this in Europe, Japan, and the USA. Systems were also
brought onto the market in China, Eastern Europe, Korea, and the Soviet
Union.

During the 1980s there was a lot of activity in MT in Japan
especially. With the fifth generation computer Japan intended to leap over
its competition in computer hardware and software, and one project that
many large Japanese electronics firms found themselves involved in was
creating software for translating into and from English (Fujitsu, Toshiba,
NTT, Brother, Catena, Matsushita, Mitsubishi, Sharp, Sanyo, Hitachi,
NEC, Panasonic, Kodensha, Nova, Oki).

Research during the 1980s typically relied on translation through
some variety of intermediary linguistic representation involving
morphological, syntactic, and semantic analysis.

At the end of the 1980s, there was a large surge in a number of novel
methods for machine translation. One system was developed at IBM that
was based on statistical methods. Makoto Nagao and his group used
methods based on large numbers of translation examples, a technique that
Is now termed example-based machine translation. A defining feature of
both of these approaches was the neglect of syntactic and semantic rules
and reliance instead on the manipulation of large text corpora.

During the 1990s, encouraged by successes in speech recognition
and speech synthesis, research began into speech translation with the
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development of the German Verbmobil project. The Forward Area
Language Converter (FALCon) system, a machine translation technology
designed by the Army Research Laboratory, was fielded 1997 to translate
documents for soldiers in Bosnia.

There was significant growth in the use of machine translation as a
result of the advent of low-cost and more powerful computers. It was in the
early 1990s that machine translation began to make the transition away
from large mainframe computers toward personal computers and
workstations. Two companies that led the PC market for a time were
Globalink and MicroTac, following which a merger of the two companies
(in December 1994) was found to be in the corporate interest of both.
Intergraph and Systran also began to offer PC versions around this time.
Sites also became available on the internet, such as AltaVista's Babel Fish
(using Systran technology) and Google Language Tools (also initially
using Systran technology exclusively).

The field of machine translation has seen major changes in the last
few years. Currently a large amount of research is being done into
statistical machine translation and example-based machine translation. In
the area of speech translation, research has focused on moving from
domain-limited systems to domain-unlimited translation systems

Approaches

Machine
translation can use a interlingua
method based on
linguistic rules, which
means that words will be
translated in a linguistic
way — the most suitable
(orally speaking) words
of the target language

direct translation

source target
text text
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will replace the ones in the source language. It is often argued that the
success of machine translation requires the problem of natural language
understanding to be solved first.

Generally, rule-based methods parse a text, usually creating an
intermediary, symbolic representation, from which the text in the target
language is generated. According to the nature of the intermediary
representation, an approach is described as interlingual machine translation
or transfer-based machine translation. These methods require extensive
lexicons with morphological, syntactic, and semantic information, and
large sets of rules.
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Given enough data, machine translation programs often work well
enough for a native speaker of one language to get the approximate
meaning of what is written by the other native speaker. The difficulty is
getting enough data of the right kind to support the particular method. For
example, the large multilingual corpus of data needed for statistical
methods to work is not necessary for the grammar-based methods. But
then, the grammar methods need a skilled linguist to carefully design the
grammar that they use.

123



To translate between closely related languages, the technique
referred to as rule-based machine translation may be used.

Rule-based

The rule-based machine translation paradigm includes transfer-based
machine translation, interlingual machine translation and dictionary-based
machine translation paradigms. This type of translation is used mostly in
the creation of dictionaries and grammar programs. Unlike other methods,
RBMT involves more information about the linguistics of the source and
target languages, using the morphological and syntactic rules and semantic
analysis of both languages. The basic approach involves linking the
structure of the input sentence with the structure of the output sentence
using a parser and an analyzer for the source language, a generator for the
target language, and a transfer lexicon for the actual translation. RBMT's
biggest downfall is that everything must be made explicit: orthographical
variation and erroneous input must be made part of the source language
analyser in order to cope with it, and lexical selection rules must be written
for all instances of ambiguity. Adapting to new domains in itself is not that
hard, as the core grammar is the same across domains, and the domain-
specific adjustment is limited to lexical selection adjustment.

Transfer-based machine translation

Transfer-based machine translation is similar to interlingual machine
translation in that it creates a translation from an intermediate
representation that simulates the meaning of the original sentence. Unlike
interlingual MT, it depends partially on the language pair involved in the
translation.

Interlingual

Interlingual machine translation is one instance of rule-based
machine-translation approaches. In this approach, the source language, i.e.
the text to be translated, is transformed into an interlingual language, i.e. a
"language neutral™ representation that is independent of any language. The
target language is then generated out of the interlingua. One of the major
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advantages of this system is that the interlingua becomes more valuable as
the number of target languages it can be turned into increases. However,
the only interlingual machine translation system that has been made
operational at the commercial level is the KANT system, which is designed
to translate Caterpillar Technical English (CTE) into other languages.

Dictionary-based

Machine translation can use a method based on dictionary entries,
which means that the words will be translated as they are by a dictionary.

Statistical

Statistical machine translation tries to generate translations using
statistical methods based on bilingual text corpora, such as the Canadian
Hansard corpus, the English-French record of the Canadian parliament and
EUROPARL, the record of the European Parliament. Where such corpora
are available, good results can be achieved translating similar texts, but
such corpora are still rare for many language pairs. The first statistical
machine translation software was CANDIDE from IBM. Google used
SYSTRAN for several years, but switched to a statistical translation
method in October 2007. In 2005, Google improved its internal translation
capabilities by using approximately 200 billion words from United Nations
materials to train their system; translation accuracy improved. Google
Translate and similar statistical translation programs work by detecting
patterns in hundreds of millions of documents that have previously been
translated by humans and making intelligent guesses based on the findings.
Generally, the more human-translated documents available in a given
language, the more likely it is that the translation will be of good
quality.[14] Newer approaches into Statistical Machine translation such as
METIS Il and PRESEMT use minimal corpus size and instead focus on
derivation of syntactic structure through pattern recognition. With further
development, this may allow statistical machine translation to operate off
of a monolingual text corpus. SMT's biggest downfall includes it being
dependent upon huge amounts of parallel texts, its problems with
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morphology-rich languages (especially with translating into such
languages), and its inability to correct singleton errors.

Example-based

Example-based machine translation (EBMT) approach was proposed
by Makoto Nagao in 1984. Example-based machine translation is based on
the idea of analogy. In this approach, the corpus that is used is one that
contains texts that have already been translated. Given a sentence that is to
be translated, sentences from this corpus are selected that contain similar
sub-sentential components. The similar sentences are then used to translate
the sub-sentential components of the original sentence into the target
language, and these phrases are put together to form a complete translation.

Hybrid MT

Hybrid machine translation (HMT) leverages the strengths of
statistical and rule-based translation methodologies. Several MT
organizations claim a hybrid approach that uses both rules and statistics.
The approaches differ in a number of ways:

Rules post-processed by statistics: Translations are performed using
a rules based engine. Statistics are then used in an attempt to adjust/correct
the output from the rules engine.

Statistics guided by rules: Rules are used to pre-process data in an
attempt to better guide the statistical engine. Rules are also used to post-
process the statistical output to perform functions such as normalization.
This approach has a lot more power, flexibility and control when
translating. It also provides extensive control over the way in which the
content is processed during both pre-translation (e.g. markup of content
and non-translatable terms) and post-translation (e.g. post translation
corrections and adjustments).

More recently, with the advent of Neural MT, a new version of
hybrid machine translation is emerging that combines the benefits of rules,
statistical and neural machine translation. The approach allows benefitting
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from pre- and post-processing in a rule guided workflow as well as
benefitting from NMT and SMT. The downside is the inherent complexity
which makes the approach suitable only for specific use cases. One of the
proponents of this approach for complex use cases is Omniscien
Technologies.

Neural MT

A deep learning based approach to MT, neural machine translation
has made rapid progress in recent years, and Google has announced its
translation services are now using this technology in preference to its
previous statistical methods.

(from https://en.wikipedia.org/wiki/Machine_translation)

Other recent developments include genetic, customiyable and
adaptive MT.

Generic MT usually refers to platforms such as Google Translate,
Bing, Yandex, and Naver. These platforms provide MT for ad hoc
translations to millions of people. Companies can buy generic MT for
batch pre-translation and connect to their own systems via API.

Customizable MT refers to MT software that has a basic component
and can be trained to improve terminology accuracy in a chosen domain
(medical, legal, IP, or a company’s own preferred terminology). For
example, WIPO’s specialist MT engine translates patents more accurately
than generalist MT engines, and eBay’s solution can understand and render
into other languages hundreds of abbreviations used in electronic
commerce.

Adaptive MT offers suggestions to translators as they type in their
CAT-tool, and learns from their input continuously in real time. Introduced
by Lilt in 2016 and by SDL in 2017, adaptive MT is believed to improve
translator productivity significantly and can challenge translation
memory technology in the future.
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Ethics for Translation Providers using MT

Confidentiality. Content translated by free MT platforms such as
Google Translate and Microsoft Translator is not confidential. It is stored
by the platform owners and may be reused for later translations.

Notifying the Client about MT Use. It’s a point of debate in the
industry if a translation company should notify clients about use of MT on
their projects. Many pundits are in favor of informing the customer of MT
usage and others may not disclose the use of MT. Be sure to ask your
provider if you have questions about MT usage.

(from https://www.gala-global.org/what-machine-translation)

SELF-CHECK TASKS

1.  Give English equivalents for the following words and word
combinations: HetiporexHomoruu, (GpopMain30BaHHBIA S3bIK, TOYHOCTD,
9KOHOMHYHA]A CHCTCMA MAIIMHHOI'O IICPCBOJA4, PACIIO3HABAHHUC PCYH,
MCTO/J ICPEBOJAa HAa OCHOBC IIpaBUJI, MCTO/ IIEPCBOJAa Ha OCHOBC IICPCHOCA,
HCXOAHOC IIPCIJIOKCHHUC, IICPCBCACHHOC IMPCIJIOKCHUC, HCOAHO3HAYHOCTD,
MAIIMHHBIA NIEPEBO/I, OCHOBAHHBIN Ha MPUMEPAX, TOCTPEIAKTUPOBAHHUE.

2. Answer the questions

1) What is machine translation?

2) What types of texts are suitable for MT? Why?

3) What are the strong and weak points of MT as compared to
T™M?

4) How did the technology evolve?

5) What types of MT do you know? Which of them are newer
ones?

6) What is the ethics of using MT in professional settings?
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PRACTICE TASKS

1. Find examples of software for different types of machine
translation

2.  Compare two MT systems. Speak about their strong and weak
points. What types of texts are suitable for each?

TUTORIAL

The topic of this laboratory work is machine translation and
integrated cloud-based CAT tools.

The aim is to learn post-editing of MT and get familia with
SmartCat, an integrated cloud-based CAT tool

The work has 2 tasks:

1. to identify the weak points of statistical machine translation

2. to practice post-editing

In order to do it follow the steps below

1)  Register an account with Smartcat at https://ru.smartcat.ai/

2)  Create a new project, enable machine translation option

3) Download the glossary you did in LW 3 for soil-study texts

4)  Choose one of the texts attached to LW 3 and upload it into the

project

5) Do machine translation and download the resulting text without

any editing (it will be Appendix 1 of your laboratory work report),

provide screenshots when you describe the procedure.

6) Do the post-editing by gooing from segment to segment, use

your glossary, provide screenshots.

7)  Download and check the resulting tranlation (prodive the text

with your corrections in Appendix 2)

8) Make conclusion about the most common mistakes of MT engine,
comment on your experience with SmartCat

For formatting rules see Appendix 1, for report structure refer to
Appendix 2, a sample tutorial report can be found in Appendix 3
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UNIT 7
LLMs and ARTIFICIAL INTELLIGENCE

Pre-reading tasks

Make sure you know Russian equivalents of the following words
and word combinations

Al-enhanced machine translation, Al-enabled linguistic quality assurance,
Al-enabled assistants, emerging technologies, pitch-perfect grasp of a
second language, deep learning, prompt, proofreading, streamlined results,
think outside the box, dubbing.

Introduction

Artificial intelligence has revolutionized the language translation
sector. However, even the most advanced artificial intelligence translation
services aren’t going to force human translators out of a job anytime soon.
In fact, Al has redefined the sector, bringing exciting new job prospects
and career opportunities for translation professionals.

Admittedly, Al has made machine translation tools far more reliable
in recent years. However, Al still has some ways to go to overcome issues
with context, colloquialisms, and tone of voice. In short, artificial
intelligence translates text to a point, but it still struggles when it comes to
the nuances of language.

Artificial intelligence translation also brings significant cost and time
savings. When it comes to large datasets, Al and neural machine
translation are the only way to go. However, human intervention is still
essential to ensure first-rate results.

Ultimately, even if artificial intelligence is used to handle
translations, there’s still a crucial role for human translators. The process
operates similarly to transcreation, with flesh-and-bone writers needed to
ensure tone and intent are present in the final results. One thing is sure —
Al translation, our future, very much needs real humans.
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Even though AI won’t be putting human translators out of a job
anytime soon, it is helping redefine the translation services industry. It’s
making the entire process far more streamlined and has far-reaching
applications.

In an everyday sense, Al makes it easy for people to access quick
and relatively reliable translations. For globe-trotting tourists, this could
involve turning to a service like Google Translate to provide instant
translations for everyday exchanges.

For translation professionals, Al can help ease communication with
non-native speakers. Even the most experienced translator won’t have a
pitch-perfect grasp of a second language they work in, so artificial
intelligence translates when needed to help fill any gaps in vocabulary.

Currently, the most noteworthy advancements in translation services
hinge on a handful of emerging technologies.

Deep learning and neural machine translation

The best artificial intelligence translation tools rely on deep learning.
Let’s take Google Neural Machine as an example. Rather than produce
direct, word-for-word translations, this technology relies on an exhaustive
database, looks for language patterns, and makes in-depth comparisons to
produce better, more reliable translations.

Voice translation services

Voice translators were once confined to the realms of science fiction.
Today, reliable Al voice translation software is both readily accessible and
increasingly reliable.

The best software relies heavily on deep learning and artificial
intelligence. It’s a practical option for users who need to have long
sentences and complex phrases translated quickly. Because of the Al
powering these translations, users can expect high levels of accuracy and
precise content. What’s more, translations are delivered in both written text
and audio format.

Additionally, users can use voice translators to transcribe individual
words. In the age of smartphones, just about everybody can enjoy instant
access to voice translation support, whenever the need arises.
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Subtitle translation made simple

Automatic subtitle translation is one of the most noteworthy
advancements that Al has allowed for. There are many Al-powered subtitle
translation solutions out there, including Moovly, Subtly, and DeskDub.

At the moment, most systems can only facilitate translations into
global languages like English and Spanish. However, they’re compatible
with a huge list of input languages. Going forward, expect these services to
become more widely adopted as more software improves its Al
translations.

For anyone looking to localize video content for global audiences,
automatic subtitling is an invaluable tool for international expansion. It’s
by no means error-free, but it’s a cost-effective alternative to having a
human translator manually transcribe content word-for-word. Instead of
investing heavily in translations from the ground up, manual editing
improves Al translations quickly and at relatively little expense.

Big data mining benefits

Al means that translation software can access vast datasets and
process relevant data incredibly quickly. Google Translate is particularly
effective at this. According to recent estimates, users turn to this service to
translate more than 100 billion words every day. Human translators only
translate around twice the amount of words during any given year.

Al isn’t perfect and we have a long way to go to achieve error-free
machine translations. However, translation technology is advancing
rapidly. It’s certainly making serviceable translations accessible to
everyone, from everyday users to small to medium-sized businesses that
might not be able to afford conventional translation services.

Challenges Associated with Al and Machine Translation

Quality vs. Cost Balancing Act: Despite advancements in Machine
Translation (MT) quality, a tradeoff exists between quality and cost. On
average, MT costs around $0.10 per word, compared to $0.22 for human
translation. However, MT quality still falls short of human translation,
especially when dealing with idiomatic expressions, cultural references,
and nuanced language that require human interpretation.
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Potential for Bias: The effectiveness of Al and machine learning
algorithms heavily depends on the quality of the training data. If the data
used is biased, the resulting translations can also carry biases. This
becomes a critical concern when translating sensitive or politically charged
content, as inaccurate translations can have severe repercussions.

Accessibility Challenges: While machine translation can break down
language barriers, it can inadvertently create new ones if the translations
are unclear or difficult to comprehend. Complex or technical language can
pose a significant challenge for machine translation, leading to translations
that are hard to follow or understand.

The advancement of Al has led to the increasing adoption of machine
translation. Furthermore, the recent shift to hybrid and remote working
models as the norm has resulted in a surge in demand for machine
translation services.

Machine translations and Al translation tools are now a staple of
businesses with international operations. They help facilitate easy
communication between teams, regardless of any language barriers.

Increased demand and widespread adoption have also brought
additional benefits. The more people that use neural machine translation
services, the more proficient they become at providing high-quality
translations with more accurate context. In other words, increased usage
improves Al translations for everyone.

Machine translation will provide exciting employment prospects in
the translation services industry

Machine learning and Al is forcing us to rethink the role of human
translators in the industry. However, even the best software won’t push out
human translators entirely. Rather, there’s an increasing need for human
translators to occupy new roles.

Software is advancing at a rapid base, but it’s still yet to be able to
deliver completely reliable results. This means there’s a constant need for
post-translation proofreaders and editors.

A company looking to improve its Al translations will need
experienced translators to pour through large volumes of the translated
text. Machine translation has been embraced by many sectors, including
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the likes of the ecommerce industry that relies on regularly updated high-
volume content creation.

There are also more surprising adoptees of Al translations. Take the
legal field as one example. Machine learning and Al-assisted translations
allow legal professionals to mine huge datasets, making it simple to sift
through thousands of case documents and supporting notes.

While Al-assisted translations can speed up preliminary research,
there’s always a need for the human touch in high-stakes applications.
Until artificial intelligence can deliver faultless results, humans will always
be a precious commodity in the ai and translation industry.

Localization and language translation services you can trust

Artificial intelligence might be reshaping the translation services
industry, but it’s got a long way to go to replace the input of human
translators. Does your business depend on neural machine translation? If
you’re producing high-value documents where even a minor error is a
complete no-go, you can’t do without post-editing services.

(form https://www.getblend.com/blog/artificial-intelligence-
changing-the-translation-services-industry )

Large language models (LLMs), which are a type of Al mostly
developed with natural language datasets, can generate human-like output.
The LLMs in a simplified way can be described as chatbot that on the basis
of analysing billions of texts can predict with a certain probability of the
following words.LLMs are also capable of translation, depending on how
they were developed. They are self-learning and strictly follow the human
instruction specified in the prompt.

The open versions of LLMs that can translate, such as generative Al
chat interfaces like ChatGPT, BARD, and HuggingChat, are great for non-
commercial purposes but do not safeguard confidentiality.

Translate Text-Based Content Directly

First, be aware that none of the options described in this article result
in a final, 100% perfect translation. For that, an expert linguist must always
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review the LLM’s output (the “target” language) and ensure accuracy,
integrity, and overall linguistic quality.

There are as many options as there are translation needs. If an
individual just wants to understand text-based information in an unknown
language (the ““source” language), one of the easiest ways to get a good
idea of what it says is to run it through “good old” MT, such as Google
Translate. However, you are likely to get a better translation out of an
LLM because the data used to create these Al tools is much more
comprehensive than the data used to train an MT engine.

There are a few options to translate text, depending on the LLM
used. One is an integration of the LLM into a user interface, such as adding
Open AI’s subscription-based Gp7-4 (aka ChatGPT Plus) to Google
Workspace as an extension to translate documents and spreadsheets, as
seen in the abbreviated setup sequence below.

Another option is to use the free chatbot version of the LLM and
copy and paste text onto a dialogue box using meaningful prompts
(instructions for the Al) to get better results (e.g., “Translate the text below
into [language]. This is a [describe the subject matter of the text].

In the example pictured below, the prompt used was “Translate the
following text in quotes from English into French. This is a set of
instructions for use for a medical device. Translate using a 6th grade
reading level,” which specified the subject matter and the target language
reading level.

It is also possible to upload entire documents for translation into
some cloud-based LLMs. In ChatGPT, you need to first enable the upload
functionality using an extension or plugin, such as ChatGPT File Uploader
Extended (for Chrome). The Plus version offers the functionality as a
standard feature and renders overall editable quality target language
results.

Customize an Al-Enabled Translation Tool

A computer-assisted translation (CAT) tool works by aligning source
and target language texts translated by a human or machine (or a
combination of both, such as in Trados Studio, Phrase, and BWX, to name
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a few). An increasing number of CAT tools are also integrating Al into
their functionality, including:

« Al-enhanced machine translation

« Al-enabled linguistic quality assurance

« Al-enabled assistants (aka Al copilots)

For professional/business uses (by linguists or other translation
professionals) and to preserve confidentiality, an Al-enabled CAT tool is a
better alternative to straight [open] LLM translation. Some of the reasons
are that Al-enabled CAT tools leverage previously approved translations
from translation memory (TM) as well as valid terminology, when
available, combines TM and human translations with one or multiple MT
outputs, and allows users to customize workflows.

For example, in BWX, users can choose to apply translation
memories, term banks, and have one or multiple language workflow steps
(e.g., translation, review, proofing, etc.). The Editor window in BWX
shows the source and target languages side by side, as well as a pop-up
menu showing the Al-enabled functions available during the linguistic
phases of a translation project.

In the Phrase Localization Suite, commercial users can use Phrase
Custom Al to train their own language models and adapt their machine
translation engines for different purposes (called “fine-tuning”) and their
terminology to obtain more contextually precise or domain-specific
translation results.

Phrase Language Al, the CAT tool in the localization suite, uses Al
to automatically leverage, then improve TM and managed-MT translation
outputs. It also has an Al-only translation output for human post-editing.
For translation project workflow management, the TMS platform allows
customization of different steps and linguistic assets.

The Al options in the Phrase TMS platform appear on a pop-up
menu similar to those seen in customer service bots.

Use Al-Enabled Dubbing and Subtitling

Al-enabled media localization is fast becoming a preferred choice for
non-cinematic productions such as training and marketing videos, as
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evidenced by the now standard availability of tools like Aloud on YouTube
for content creators.

An increasing number of startups are offering easy and affordable
access to Al-enabled dubbing, lip-syncing, and subtitling. One of the
foundations of generative Al is the ability to continuously learn as data is
improved, and the technology just keeps getting better, with many viral
multilingual videos made by regular people landing on people’s devices.

Dubbing offers like those from Rask.ai, Eleven Labs, and many more
are making it possible, and are creating new opportunities for companies to
reach new audiences where pricing and complexity used to be barriers to
market.

Al-enabled subtitling integrates speech recognition and MT, and has
greatly improved as MT itself improved. Providers like Al-Media have
brought a great deal of automation to the entire process and offer live text
translation. This technology can be useful for live online events, such as
multinational company meetings or shareholder broadcasts.

(from https://slator.com/resources/how—to—use—ai—in—translation/)
LLMs vs. Machine translation

Although both technologies are often perceived as magic wand
capable of converting the text from one language to another without any
effort, there are a number of differences between the two.

They differ in the principles of text generation. While machine
translation is “focused” on the regularities and equivalents in a certain
language pair, LLMs do not have built-in translation algorithms but focus
on the target language vocabulary and grammar use patterns derived from
their extensive experience and database used to train the LLM. The path
they follow might be described as one more similar to transcreation than
translation.

Machine translation is a dedicated software, which means it can only
do one task — translation. LLMs are capable of editing and proofreading
text, making changes explained and described in a prompt. They can
change the style and tone, use vocabulary of a specific CERF level or stick
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to the style guide provided. They can provide a summary and extract
terminology. Thus, the number of tasks they can do is nearly endless, just
like the variety of the tasks.

The input information of a MT system is just a text, while LLMs
require clear instructions. An effective prompt includes the role you want
the LLM to take (for example, you act as a professional translator
specializing in ....), the guidelines for the task that include the explanation
and description of input data, the desired output, as well as rules to follow.

In order to be able to use LLMs at your advantage, it’s essential to
learn writing prompts. Use short simple sentences and give clear
instructions. The example below illustrates a prompt for proofreading

You act as a proofreader. | will provide two texts, one in Russian
(Text 1) and another in English (Text 2). Text 2 is a translation of
Text 1. You will proofread and edit Text 2 in relation to Text 1.
Provide full edited text. Give a bullet list of grammar and logical
corrections.

You can write a simple enough prompt to get LLM compile a glossary

| Make a glossary with equivalents in Russian and

| transcription in a list of 20 words: Recent research

| in applyd linguistics emphasizes the significence
of learners’ errors in second language learn- ing. In

| this articl, major types of errors in second
language learning are first briefly mentioned. This
is followed by tracing the sources of SECOND
language learning errors to both interlingual and
intralingu al or developm ental factors. While
interlingual errors are caused mainly by mother
tongue interference, intra- lingual or developmental
errors originate in the follow- ing factors:
simplification, overgeneralization, myper-
correction, faulty teaching, fossilization, avoidance,
inadequate learning, and false concepts
hypothesized. The article concludes with some
general guideLines for teachers in correcting errors
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A number of translation researchers and professionals see the
advancement of LLMs as a threat to human expertise. Ultimately, Al may
allow for more streamlined results in the translation services industry.
Regardless of which sector they operate in, businesses won’t have to find
experienced translators when calculating lead time. Projects can get off the
ground more quickly, while project milestones and deadlines can be more
easily achieved.

However, this technology is unlikely to put an end to the era of
human translation, even though it will significantly transform the
translation industry and practices. What it will definitely do is increase the
skill level required on the part of human translators to compete with LLMs.
Thus, special effort should be made to learn skillful mastery of both the
source and the target languages and the ability to think outside the box.

SELF-CHECK

1.  Give English equivalents for the following words and word
combinations: HefiporexHomoruu, (HhopMaar30BaHHBIH $3bIK, TOYHOCTD,
SKOHOMHUYHAs CHCTEMa MAaIIMHHOIO IIEPEBOJa, pACIO3HABaHHUE PEYH,
METOJI TIEPEBOJIa Ha OCHOBE MPAaBMUJI, METO/T IIEPEeBOIa Ha OCHOBE IIEPEHOCa,
UCXOJHOE TPEIOKEHUE, TIEPEBECHHOE MPEII0KECHHUE, HEOTHO3HAYHOCTb,
MaIlMHHBINA IEPEBOJ], OCHOBAHHBIN Ha MPUMEPaXx, MOCTPEIaKTHPOBAHNE.

2. Answer the questions

1)  What impact did Al have on the field of translation?

2)  Whatis an LLM and how does it work?

3) What are the potential simplification in translation made
possible due to LLMs?

4)  How did the technology evolve?

5)  What is the difference between MT and LLMs?

6) What advantages and limitations do LLMs have in translation?
7)  What is your opinion about the further impact of LLMs on
translation and the demand for human translation?
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PRACTICE TASKS

1.  Write a prompt to solve a practical task of a professional
translator: create a glossary OR translate a text, edit OR proofread a
translated text.

TUTORIAL

1. In this tutorial we will compare human translation with that
made by an untrained LLM and the one after training and detailed
Instructions.

2. You will need a well selected source text and an official or
high-quality human translation to use as a reference.

3. Task the LLM to translate the source text with a simple
prompt. Compare the resulting translation with the reference translation,
describe the flaws and inaccuracies (if any), specify the appropriate
translation solutions (if any) different from the reference text.

4. Train a LLM to understand and distinguish the features of
the style you need for further translation. For this, you will once again
need an official or high-quality human translation alongside the source
text.

5. Ask the LLM to describe the style, compile the glossary of
terms and collocations. Make corrections (or ask the LLM to make
corrections if necessary) where necessary.

6. 6. Write a detailed prompt to prevent the flaws of the initial
raw translation in step 3, get it to use the glossary and style guide from
step 4. Analyze the resulting text describe the flaws and inaccuracies (if
any), specify the appropriate translation solutions (if any) different from
the reference text.
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AFTERWORD

You have reached the final destination in your trip to the world of
information technology in translation. Now look around! You can see a
whole lot of new things to discover, new tools to master you translation
skills and new horizons for your professional development. Never stop
learning and practicing, stay hungry... hungry for new knowledge and
opportunities.

Keep calm and carry on!
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Appendix 1
Tutorials formatting guidelines

1.  Please submit your manuscript as an .RTF or a. DOC file

2.  Pagesize: A4 (210x297 mm). Portrait layout.

3.  File name: Your Last Name — underscore — Tutorial number.
For example, Smith_4.

4.  Margins: 3 cm at left, 2.5 cm at right, 2.5 at top and 3.0 at
bottom.

5.  Font: Times New Roman, font size 12, 1.5 line spaced.

6. Paragraphs: 1.25 indented, without extra spaces between
them.

7.  Text justification. Evenly between the margins. No
hyphenation.

8.  All illustrations (charts, drawings, diagrams, pictures, etc.) are
to be captioned as Picture or Table and numbered. All illustrations should
be placed directly in the manuscript.

9.  All lists automatically numbered

10. All examplesare to be italicized. For more emphasis
use boldface.
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Appendix 2

Tutorial Report Structure
Front sheet
Topic
Aim and Task
Software used
Theoretical background (specify terms, definitions, software features,
etc. ) at least half a page
6.  Reference sources (all web-sites, books, articles used — numbered in
alphabetical order)
7. Procedure description (a stepwise report about the work illustrated by
screenshots cut appropriately to show the feature or idea described). All
problems and solutions are to be reported here as well.
8.  Conclusion (a well thought over summary about the experience
gained in the tutorial, as well as advice and recommendations for the
efficient use of software in question0
9.  Appendices (all linguistic materials used for the tutorial, as well as
the resulting text; the source and the target texts are separate appendices)

A NS
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Appendix 3
Sample Tutorial

MuHHCTEpPCTBO HayKH U BhIcIIero oopazoanus Poccutickoit deaeparuu
denepanbHOE TOCYAAPCTBEHHOE OIOIKETHOE 00pa30BaTeNIbHOE
yUpeXKICHUE BBICIIETO 00pa30BaHus
«BaaguMupCcKuil rocy1apCTBEeHHbI YHHBEPCUTET UMEHU
Anexcanapa I'puropseBnya u Huxkonas I'puropseBnya CTos1eToOBbIX»

['ymaHuTapHbI HHCTUTYT
Kadenpa «HoCcTpaHHbIE A3bIKU MPO(PECCUOHATEHOW KOMMYHUKAIIUK

Otuer
0 J1abopaTopHOi1 padoTe
M0 AUCIHHUTIIAHE
«IIepeBoa ¢ TpUMEHEHUEM COBPEMEHHBIX TEXHOJIOT U

CTYJICHTA... Kypca IPYIIIIHI ...
QU0

Hanpasnenue 45.03.02 JIuHreBucTuka

[IpenonaBarenn
Jonent kadenpsr MATIK O. A. CenuBepcToBa
Biagumup, 2020
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Laboratory work Ne6

Topic: machine translation

Aim: learn how to use machine translation

Task:
1.  identify weak points of statistical machine translation;
2.  practice post-editing of machine-translated text.

Software:
1.  Search engine Google;
2.  Text editor Microsoft Office Word 2007,
3.  Cloud-based CAT-tool Smartcat.

Theoretical background:

Machine translation is a sub-field of computational linguistics that
investigates the use of software to translate text or speech from one
language to another. MT conducts simple substitution of words in one
language for words in another, which is not enough for good translation of
a text, because recognition of whole phrases and their closest counterparts
in the target language is needed. Nowadays the field solving the stated
problem with corpus statistical and neural techniques grows rapidly. It
leads to improvements of translation, to handling differences in linguistic
typology, translation of idioms, and the isolation of anomalies.

The first patents for translating machine were already applied in mid-
1930s, and researches have been conducted since then.

There are different approaches to machine translation, for example, the
rule-based one which uses morphological and syntactic rules and semantic
analysis of both languages and links the structures of input and output
sentences, the statistical one which tries to generate translations using
statistical methods based on bilingual text corpora, the example based one
which implies the use of already translated texts, and many others.

Reference sources:
https://ru.smartcat.ai/
https://www.multitran.com/
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https://dic.academic.ru/dic.nsf/bse/68042/%D0%91%D0%B5%D0%B7%
D0%BE%D1%82%D0%B2%D0%B0%D0%BB%D1%38C%D0%BD%D0
%B0%D1%8F
https://www.google.ru
Procedure:
1. First of all, I register an account on the official site of Smartcat. |
choose the status of alumnus and fill in the gaps.

€ HA3AL

A y4yCb UNM Npenoaato

2. The second step is to create a glossary. One can upload files with
Xlsx format, but our glossary are in .docx format, so | create a new
glossary by hand: | type in words and their equivalents.

AHIMIMACKWIA TEDMMH PycCKWA TEpMUH {OMMEHTAPHA
grey wooded soil cepasn NecHan no4ea

grey wooded soil with the second ... cepas necHas Nno4Ea CO ETOPLIM ...

weakly podzolized soil cnafioonof3oneHHan No4Yea

3. The third step is to start a new project. | choose the file number 4
from the documents attached to the Laboratory Work 3, upload it
into the new project, choose the source and the target languages,
click the button «use machine translation» and begin to work.
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https://dic.academic.ru/dic.nsf/bse/68042/%D0%91%D0%B5%D0%B7%D0%BE%D1%82%D0%B2%D0%B0%D0%BB%D1%8C%D0%BD%D0%B0%D1%8F
https://dic.academic.ru/dic.nsf/bse/68042/%D0%91%D0%B5%D0%B7%D0%BE%D1%82%D0%B2%D0%B0%D0%BB%D1%8C%D0%BD%D0%B0%D1%8F
https://dic.academic.ru/dic.nsf/bse/68042/%D0%91%D0%B5%D0%B7%D0%BE%D1%82%D0%B2%D0%B0%D0%BB%D1%8C%D0%BD%D0%B0%D1%8F
https://www.google.ru/

3aBepWHTE A0

The translation conducted by machine is shown in the upper right
corner after the words contained in the glossary. | work with each
segment separately: | click on the empty one and press buttons
«Cltr+number» in order to paste machine-translated piece; the
number coincides with the one that indicates machine translation
(MT) in the list as in a screenshot below.

A CA
e Y
loToBO 4 ocHoBHaA ofpaboTKa primary tillage
" NoyEb
5 obpaboTka nouesl tillage
oTOB
KNeBep NEPEOro rona first year clover
[oToB
Knesep clover
TUMOheeEKa timothy-grass
B cTaUWMOHapHOM In a stationary field
Mepesog MoNeEoM onbiTe Ha experiment on gray
Cepoi NecHol w farest and gray forest
cepoi NecHom co 2-M soil with a 2-m humus
Mepeeog MVMCORRIM harizon. it was found

CAT mHdo KOHKOPOaHCHEIN Neuc

After | have filled all the segments with machine-translated text, |
download the file and attach the unedited translation to the present
Laboratory Work (see appendix 1).

4. The next step to edit the segments of the machine-translated

document. The first segment undergoes great changes. First of all,
the word-order offered my machine translation makes the whole
sentence vague and unclear. | transfer the ending of the sentence
closer to the beginning, in order to make the structure «influence of
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... on ...» sound more natural. Then I change the phrase «the system
of basic processing techniques» for «the system of primary tillage
practices», in accordance with the previously created glossary.
Besides, I change the preposition «in» for «under» in the expression
«in the conditions». So the whole sentence looks as follows:
Influence of the system of primary tillage practices on crop
productivity under conditions of heterogeneity of grey forest soils.

Influence of the system of basieprimary precessingtillage teehaiquespractices iron thecrop productivity under con
orest soils eRcreppreduchvity

5. The next segment contains the only word «report». I change it for
«abstractsy.

6. The segment number three is not transformed so radically. Having
consulted the online dictionary Multitran, | only change the name of
the plant, so «Timofeevka» becomes «timothy-grass». Besides, the
glossary created for the previous work on pedology contains an
expression «first year clover» (kieBep nepsoro rozaa). So | conduct
translation using that example and put «first year» before «timothy-
grass» instead of «Timofeevka of the first year of use», which is
translated word-by-word, without preservation of form utilized by
native speakers and without analysis of the meaning which helps to
conduct translation. Using search engine Google, | check the
correctness of expressions «perennial grasses» and «reserves of
productive moisture» and figure out that they are utilized in the given
manner. The edited text can be seen in the screenshot below.

In a stationary field experiment on gray forest and gray forest soil with a 2-m
humus horizon, it was found that the reserves of productive moisture in the meter
layer during the growing season of barley, oats and perennial grasses (clover +
first year timothy-grass) did not depend on the depth, system of practices of
primary tillage.

7. The fourth segment is remained unchanged due to its correctness.
The words in yellow indicate expressions fixed in the glossary.

4 B no4ee cO BTOPbLIM NYMYCOBLIM FOPU30OHTOM HabnwAaeTcA yEENUYeHe In the soil with the sec
3anacoB NPOAYKTUEHOM BMaru. productive moisture.|

8. The segment number five contains a big number of uncertainties. |
consult the online dictionary Academic in order to check the
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meaning of the word-combination «0e30TBaNbHAsT 00pabOTKa
nouBsl», then I look for the presumptive English equivalent of the
phrase in the dictionary Multitran. And finally, having utilized
Google search engine, I run into the book «Selected water resources.
Abstracts» published in Ohio which contains the needed expression.
After that [ type «no-till treatment» instead of «fallow treatment».

The next expression to find is «sipycHas Bcmamikay. In a similar way
described above I find out its equivalent: «layer plowing» instead of
«long-line plowing.

9. The sixth segment is correct lexically, but contains unnecessary
inversion, when an adverbial construction stands before the subject.

On grey forest soil with a second humus horizon, an increase in the yield of barley
was observed in comparison with the variants located on grey forest soil.

So | transfer the subject to the beginning: An increase in the yield of
barley on grey forest soil with a second humus horizon was observed
in comparison with the variants located on grey forest soil.

10. The segment number 7 does not undergo extensive changes.
But as I have established in the given translation a norm «no-till
treatment», I maintain it correcting the word-combination «non-
tillage treatment.

11. The eighth segment is correct from the lexical point of view.
However, it contains a deviation from the common word-order of the
declarative sentence: the object here is placed at the beginning (like
in the source text), then goes the predicate followed by the subject.

e best conditions for the formation of a high yield of barley provided gray
I CE DT with a second humus horizon, where it was 51.0-54.2 C/ha (NSR 05=
2.2 C/ha), compared with gray forest - 44.6-48.6 C/ha (NSR 05= 2.5 C/ha).

So | put the subject on the first place, the predicate keeps the second
position, and the object takes the third place: Grey forest soil with a
second humus horizon provided the best conditions for the formation
of a high yield of barley.
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12. The segment number nine contains a mistake described in the
paragraph 9: adverb is placed at the beginning of the sentence which
IS a quite typical feature of Russian syntax. | reconstruct the direct
word-order and the sentence takes the following form:

Oat productivity was higher on grey forest soil with a second humus horizon|
compared to gray forest soil.

13. The tenth segment has completely lost its sense after machine
translation. The Russian sentence «Ilo BapumanTaM CHCTEMBI
OCHOBHOM OOpa0OTKM CYIIECTBEHHON pa3HUIIBI B YpOXkKae OBCa HE
orMmeueHo» cannot be decoded from the English equivalent offered
by the software:

There was no significant difference in oat yield in the main processing system
variants.

The main idea of the source phrase is not conveyed through the
machine-translated piece. It is that despite the distinctions of tillage
systems, the yields do not differ. I make certain changes, so the
sentence looks in the following way: There was no significant
difference of oat yield despite the differences of the systems of
primary tillage.

14, The segment number 11 contains only one expression to
correct: I change «clover in the first year of use» for «first year
clover» based on the glossary. The machine-translated expression
«KJIEBEp TIEPBOTO Tr'oJia MOJIb30BaHUs» is again conducted word-by-
word:

At the first mowing of [l IRl RS R |

15. The following segment again contains ungrounded violation of

direct word-order.

On gray forest and gray forest soil with a second humus horizonRGIER il [[e=]ts]4

corresponded to 42.6-49.4 C/ha and 50.8-55.5 G/ha, respectively.

Having worked on the sentence, | manage to put its parts in a well-
established manner, so it takes the following form: This indicator
corresponded to 42.6-49.4 C/ha and 50.8-55.5 C/ha on grey forest
and grey forest soil with a second humus horizon, respectively.
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16. The thirteenth segment is correct both from lexical and
syntactical points of view: the use of vocabulary is unmistakable, the
word-order is direct, the meaning of the sentence in Russian is
preserved in its translation. So | make no changes.

17. The segment fourteen contains certain expressions requiring
attention. The word «neopodzloennaya» 1 change for
«unpodzolized», constructed following the example of a word from

the glossary - «podzolized» - and checked using Wikipedia.
Quadra Island - Wikipedia

Asmall area of dark well-drained unpodzolized soil (Lazo loamy sand) is mapped around the
southeast cormner. Dashwood gravelly ioamy sand, a brown ...

The word-combination transliterated into English by the software -
«slaboopodzolennayay, I it turn into «weakly podzolized», according
to the glossary. The rest of the changes can be seen in pairs below:
«methods of basic processing» - «practices of primary tillage», «non-
fallow processing» -«no-till treatmenty, «low-line plowingy - «layer
plowing».
The resulting sentence looks the following way:
h(ew-.«ords: soil, grey forest unpodzolized and weakly podzolized, grey forest
stronaly podzolized with 2-m humus horizon, practices of primary tillage, no-till

treatment, plowing, layer plowing, productive moisture, spring barley, oats,
perennial grasses, growth of plant mass, productivity.

18. The very last step is to download the translation, format it and
paste into the Laboratory Work.
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Conclusion:

The aim of the present laboratory work was to learn about machine
translation, its advantages and disadvantages. During the accomplishment
of the tasks one has mastered the skills of creating translation projects
using the cloud-based computer assisted tool Smartcat and has learnt a
convenient way of conducting written translation with the help of machine
translation programme. The advantage of such programme is that it
converts source text into another language a lot faster than a translator
could do it by hand. It proves to be a great convenience given the fact that
translators always work under conditions of limited time. Besides, machine
translation can successfully deal with simple sentences which one meets in
the text. However, during the given work | ran across two out of fourteen
sentences which were machine-translated correctly. It means that machine
translation has many weak points. First of all, it does not have a sustained
system of terms it employs: having checked the text, | found that the same
phrase «0e3oTBanbHass 00paboTka» was translated as «non-tillage» at the
beginning of the text and as «non-fallow processing» at the end. Secondly,
it translates sentences word-by-word, so the whole segment often sounds
unnatural or even senseless in the target language. Thirdly, machine
translation does not change the structure of sentences to meet the standards
of the target language syntax, in this case - of English, which has a system
of strict patterns of sentences. The given programme transfers the word
order from the source sentence to the target one and this sometimes
violates the rules of English grammar. All in all, one can come to
conclusion that machine translation is a tool which helps to convert files
from one language into another within a minimum time, but still it leaves
very much room for translator's work and interpretation.
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Appendix 1

Unedited translation.

Influence of the system of basic processing techniques in the conditions
of soil heterogeneity of gray forest soils on crop productivity

Report. In a stationary field experiment on gray forest and gray forest soil
with a 2-m humus horizon, it was found that the reserves of productive
moisture in the meter layer during the growing season of barley, oats and
perennial grasses (clover + Timofeevka of the first year of use) did not
depend on the depth, system of methods of basic soil treatment. In the soil
with the second humus horizon, there is an increase in the reserves of
productive moisture. On gray forest soil, a high yield of barley was
obtained on variants with annual non-tillage of 20-22 cm (48.2 C/ha), with
long-line plowing of grasses at 28-30 cm and subsequent non-tillage of 6-8
cm (47.7 C/ha-48.6 C/ha). On the gray forest soil with the second humus
horizon, an increase in the yield of barley was observed in comparison
with the variants located on the gray forest soil.
The maximum yield was obtained on the variant with an annual non-fall
processing of 6-8 cm (54.2 C/ha). The best conditions for the formation of
a high yield of barley provided gray forest soil with a second humus
horizon, where it was 51.0-54.2 C/ha (NSR 05= 2.2 C/ha), compared with
gray forest - 44.6-48.6 C/ha (NSR 05= 2.5 C/ha). On gray forest soil with a
second humus horizon, oat productivity was higher compared to gray
forest soil. There was no significant difference in oat yield in the main
processing system variants. At the first mowing of clover in the first year
of use, the yield of hay on gray forest soil was at the level of 31.4-36.5 C /
ha (NSR05 = 10.0 C/ha), the second mowing — 11.2-13.3 C/ha (NSRO05 =
3.1 C/ha). On gray forest and gray forest soil with a second humus horizon,
this indicator corresponded to 42.6-49.4 C/ha and 50.8-55.5 C/ha,
respectively. The highest rates of clover yield, both at the first and second
mowing, were observed on variants located on gray forest soil with a
second humus horizon.
Keywords: soil, gray forest neopodzolennaya and slaboopodzolennaya,
gray forest strongly podzolistaya with 2-m humus horizon, methods of
main processing, non-fallow processing, plowing, long-line plowing,
productive moisture, spring barley, oats, perennial grasses, growth of plant
mass, productivity.
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Appendix 2
Edited translation.
Influence of the system of primary tillage practices on crop
productivity under conditions of heterogeneity of grey forest soils

Abstracts. In a stationary field experiment on gray forest and gray forest
soil with a 2-m humus horizon, it was found that the reserves of productive
moisture in the meter layer during the growing season of barley, oats and
perennial grasses (clover + first year timothy-grass) did not depend on the
depth, system of practices of primary tillage. In the soil with the second
humus horizon, there is an increase in the reserves of productive moisture.
On grey forest soil, a high yield of barley was obtained on variants with
annual no-till treatment of 20-22 cm (48.2 C/ha), with layer plowing of
grasses at 28-30 cm and subsequent no-till treatment of 6-8 cm (47.7 C/ha-
48.6 C/ha). An increase in the yield of barley on grey forest soil with a
second humus horizon was observed in comparison with the variants
located on grey forest soil.
The maximum yield was obtained on the variant with an annual no-till
treatment of 6-8 cm (54.2 C / ha). Grey forest soil with a second humus
horizon provided the best conditions for the formation of a high yield of
barley, here it was 51.0-54.2 C/ha (NSR 05= 2.2 C/ha), compared with
gray forest - 44.6-48.6 C/ha (NSR 05= 2.5 C/ha). Oat productivity was
higher on grey forest soil with a second humus horizon compared to gray
forest soil. There was no significant difference of oat yield despite the
differences of the systems of primary tillage. At the first mowing of first
year clover, the hay yield on gray forest soil was at the level of 31.4-36.5
C/ha (NSRO05 = 10.0 C/ha), at the second mowing — 11.2-13.3 C/ha
(NSRO5 = 3.1 C/ha). This indicator corresponded to 42.6-49.4 C/ha and
50.8-55.5 C/ha on grey forest and grey forest soil with a second humus
horizon, respectively. The highest rates of clover yield, both at the first and
second mowing, were observed on variants located on gray forest soil with
a second humus horizon.
Keywords: soil, grey forest unpodzolized and weakly podzolized, grey
forest strongly podzolized with 2-m humus horizon, practices of primary
tillage, no-till treatment, plowing, layer plowing, productive moisture,
spring barley, oats, perennial grasses, growth of plant mass, productivity.
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000 «Baagpumupckuii 3asoa «I3TAJTOH»

TepMoMeTpbI CONPOTUBJIEHUSA

ITAJIOHHBIE
ITC

PyKoBOICTBO 10 KCILIyaTallUH
P39 4211-001-02566450-99
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1 BBenenne

1.1 HacTrosiiee pyKoBOACTBO MO 3KCIUIyaTallUX NMPEAHA3HAUEHO JJISl U3Y4YECHHUS
TEPMOMETPOB CONMPOTHUBIICHHUS IJIATHHOBBIX 3TaJOHHBIX 1 U 2 paspsgos DTC-25
nu OTC-50 (B panbHeWlIeM — TEPMOMETPHI) M COJAEPKUT OIMCAHUE UX
YCTPOMCTBA, MPUHIMIA ACHCTBUS, a TAKXKE TEXHHUYECKHE XAPAKTEPUCTUKH H
JpyTUe CBEACHMsI, HEOOXOAUMBIE NJIsi OOECIEUEHUs MOJHOIO HCIOIb30BaHUS
TEXHUUYECKUX BO3MOKHOCTEH, MPABUIIBHOM AKCIUTyaTallMu U MOAJEPKAHUS UX B
IIOJIHOM TOTOBHOCTHU K JECHUCTBHIO.

1.2 Jlng w3ydeHMsT M OKCIUTyaTalluM HEOO0XOAMMO PYKOBOJCTBOBATHCA
cneayromumu pokymentamu: 'OCT P 8.571, 'OCT P 51233, nonoxeHue o
MTUI-90.

2 Haznauenue

2.1 Tepmomerpsl IDTC-25 Xn2.821.057 u IOTC-50 Xn2.821.058 sBusroTcs
ATAJOHHBIMU TEpMOMETpamMu | U 2 pa3psaoB U NpeIHA3HAYEHBI JJISI OBEPKU
ATAJOHHBIX U PA0OUUX CPEJICTB U3MEPEHUN TEMIIEPATYPhl, a TAKXKE JJIsl TOUYHBIX
U3MEPEHUN TeMIlepaTypbl B auanazoHe oT MuHyc 196 mo mmoc 660.323°C
coritacHo noBepouHou cxeme ['OCT 8.558.
2.2 YcnoBus 3KCIUTyaTalliy J1a00paToOpHBIE:
TeMIiepaTypa okpyxkatomei cpeast (2042,0)°C;
nasnenue (100+4)kIla;
OTHOCHTEJIbHAsS BIAXKHOCTH Bo3ayxa (60+15)%.
2.3 Knumatnueckoe ucnosinenue odopynosanus mo 'OCT 15150-69: Y XIJI.
(YMepeHO-XO0IOJHBIN KIUMAT).
Kareropus pa3menienuss 000pyA0BaHUs MPH SKCILTyaTal[uu
o 'OCT 15150-69-4.2.
PexomennoBannbie ycnoBus xpaneHus: ooopyaosanus mo 'OCT 15150-69-1.
Bosmosknbie ycnoBust xpanenus B yrakoske mo 'OCT 15150-69-3.

Tun atmocdeps! ipu dKCIuTyaTanuu obopyaoBanus Ha ADC
«Axkyto» o 'OCT 15150-69-111

3 TexHnueckue JaHHbIE

3.1 JIluama3oH uzMmepsieMbIx TemmepaTyp oT muHyc 196 mo 0, or 0 go miroc
660.323°C.
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Jlns  Bcex TEpMOMETPOB YCTAHABIMBAIOTCA JiIBa THUMA TPaAyUpPOBKU B
3aBUCUMOCTH OT JHana3zoHa NpUMEHECHHUS:
tun A — ot 0 1o miroc 419,527°C (ms DTC-50)
ot 0 1o mwiroc 660.323°C (mst 9TC-25)

tun B — ot munyc 196 10 0°C (ms DTC-25 u 3TC-50).
3.2 Pa3mepsl TEpPMOMETPOB:
BHEIIIHUH AUaMeTp OXpaHHOU TpyOku, He Ooiiee 7,0 MM;
JUTMHA TOrpykaeMoil yactu Tepmometpa 540 mM;
JIMaMETP TOJIOBKH TepMoMeTpa 20 Mm.

["aGapuTHbIE pa3Mepbl TEpMOMETpa MPUBEICHBI B IPHIIOKEHUH B.
3.3 Macca tepmomeTpa He 6ozee 150 T.
3.4 HoMHHAJIBHOE CONTPOTUBIIEHHE TEPMOMETPOB COCTABIISIET:
(25,0+0.5) Om — 1 OTC-25,
(50,0£1.0) Om — my1 DTC-50.
3.5 HectabuibHOCTh TEPMOMETPOB B TEMIIEPATYPHOM SKBUBAJICHTE B TPOMHOMU
TOUKe BOJBI HOCJIE OTXHUra npy Temieparype Ha 10°C Bbine BepxHero mpejena
msmepenus  +0,001°C  nns  tepmomerpoB 1 paspama um  £0,002°C s
TEPMOMETPOB 2 paspsija.
3.6 UyBCTBUTENIBHBIE JIEMEHTHI TEPMOMETPOB HM3rOTaBIMBAIOTCA M3 TUIATHHBI
[110 mo 'OCT 21007.
OTHoOIIEHNE CONMPOTUBJICHUSI TEPMOMETPOB MPU TeMIEpaType IIaBICHUS Teaus
K UX CONPOTHUBIICHUIO B TPOWHOMN To4YeK BOABI ( Wga) TOHKHO COOTBETCTBOBATH
TpeOoBaHUSIM TaOIHIIBI 1.

Tabmuna 1.
Pa3zpsin repmomeTrpoB Huanazon temnepatyp | Wga, He MmeHee
1 Beime O°C 1.11807
2 Beime O°C 1.11795
lu?2 amxe O°C 1.11807
3.7 JloBepurenpHas IMOIPEIIHOCTb TEPMOMETPOB TPH  JTOBEPUTEIBHOU

BepositHocTH (.95 He MorKHA MPEBHIIaTh 3HAYCHUH, YKa3aHHBIX B Ta0IuIlE 2.
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Tabmnura 2.

JloBepurenbHas
MOTPEIIHOCTS, °C,
Tun Temmeparypa,
o PenepHas Touka TEPMOMETPOB
TEPMOMETPOB C
paspsIoB
1-ro 2-T0
oT MuHyc 196 |
10 0.01 0.01 0.05
OTC-25 29.7646 Touka mnaBnenus Ga 0.002 0.01
9TC-50 156.5985 Touka 3atBepaeBanus In | 0.005 0.02
231.928 Touka 3aTtBepaeBanus Sn | 0.005 0.02
419.527 Touxka 3atBepaeBanus Zn | 0.01 0.02
9TC-25 660.323 Touka 3arBepaeBanus Al | 0.01 0.03

3.8 Pabouuii Tok yepe3 TepmomMeTpshl coctaniset (1,0+0,1) MA..

3.9 ConpoTuBIEHNE U30SAUUN TEPMOMETPOB MEXKIY BBIBOJAMH M KOPIIYyCOM HE
Menee 100 MOwm npu temnepatype (20+2)°C 1 OTHOCUTEIHLHON BIIA)KHOCTU HE
oomee (60+15)%.

3.10 Hopma pacxona crmpra ['OCT 18300 3a oauH nMKiI rpagyupoBKdA Ha 1
TEPMOMETP 3 MIL.

3.11 Pecypc paGoThl TEPMOMETPOB MEXAY ABYMS MOCIIE€IOBATEIHLHBIMHU
noBepkamu coctasisgeT 1000 u.

3.12 BepositHocTh 0e30TKa3HOM padoThl 3a 1000 4 wiam 50 HUKIOB HArpeB 0
paboueil TeMmrmepaTtypbl — OXJIQXKIEHHUE JO0 KOMHATHOM TeMIIepaTyphl MpH
noBeputenbHol BeposiTHocTH (.8 He gomkHa ObITh MeHee (.9.

OTka3oM dBiSIETCSI OOpPBIB WJIM KOPOTKOE 3aMbIKAHHE  YYBCTBUTEIBHOTO
AJIEMEHTAa WM HEe COOTBETCTBUE TPeOOBaHUAM 11.3.5.

4 KoMILIEKTHOCTH

4.1 Tepmometp conpoTusneHus d3TatoHHb OTC-25 Xn2.821.057 1 .
4.2 Oytsap Xn4.161.981-01 I .
4.3 PykoBoactBo no skcmutyatarun - P9 4211-001-02566450-99 1 oK3.
4.4 ITacnopt Xn2.821.057TIC 1 2x3.
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5 MapkupoBaHue

6.1 Ha rosoBke TepMOMeTpa METOJOM T'PaBUPOBKH HAHECEHBI CIEIYIOLIUE
naHHble: ycioBHoe HauMmeHoBaHue DTC-25; 9TC-50; nmopsakoBbiii HOMEp IO
CUCTEME HyMepaluu IpeAnpUs TUI-U3TOTOBUTEIS.

6.2 OyTiIsp UMEET IJIAHKY CO CIAEAYIONMMU 0003HAYCHUSIMU:
HAaMMEHOBAHUE WJIM TOBAPHBIN 3HAK MPEIPUATUS-U3TOTOBUTEIIS,
MOPSIIKOBBIA HOMEP M0 CUCTEME HyMEPALUU MPEANPUSITUSI-U3TOTOBUTEIIS;
rOJl U3TOTOBJICHUSI.

6.3 Ha  skcmmyarannoHHyIo JIOKYMEHTAIUIO HaHECeH 3HAK
["'ocynapcTBeHHOTO peecTpa.

6 YnakoBka, NOPs/I0K XpaHEeHHs] U TPAHCTIOPTHPOBAHUS

7.1 Tepmomerpsr OTC-25 m ITC-50 XpaHATCS W TPAHCIOPTUPYIOTCA B
crieruaibHOM QyTisipe.

7.2 TepMOMETpBI TOJKHBI XPAHUTHCS B MIOMEILIEHUH C TEMIEPATYpOH BO3OyXa
ot +10 mo +40°C wm otHOocutenpHOU BiaxHocth OT 30 no 80%. Bo3myx B
MOMEIIEHUU HE JOJKEH COAECPKATh BPEAHBIX MPUMECEH Ta30B, BBI3BIBAIOIIMX
KOPPO3HIO.

7 O01mMe yKa3aHus M0 IKCIJIYyaATAMH

8.1 IlpoBepuTh KOMIUIEKTHOCTb W3J€IUS COIVIaCHO PYKOBOJCTBY IO
AKCILTYaTalH.

8.2 CiinunTh 3aBOJCKOM HOMEpP TEPMOMETPA Ha KOPITyCE TOJIOBKM M Ha IJIAHKE
KpbIku. Homepa qomKHBI COBIAIATh.

8.3 VYOemuTbcs nNyTeM BHEIIHEr0 OCMOTpa B TOM, YTO HET OOpPHIBOB
NOJIBOJISAIIMX MPOBOJIOB, TPEIIHH U 3arpsi3HEHHUI Ha KOPIIyCce TEPMOMETPA.

8.4 ObeperaTb TepMOMETP OT YJApOB, TPSCKU M 3arpsA3HEHUM. 3alUTHYIO
KBaplLEBYIO TPYOKY pyKaMH HE Tporarb!

Buumanue! Ilocne nsmepenus remnepatypsl cBbiiie 420° C 3anpemiaercs
U3BJIEKATh TEPMOMETP U3 U3MEPSIEMOU Cpelibl, HE OXJIAJAUB €ro MPeBAPUTEIHHO
BMECTE CO CPENIOi, B KOTOPYIO OH norpy:xeH 110 420° C.

8.5 IlpoTupaTh 3alIMTHYIO KBapleByto TpyOky cnupToMm-pekTudukarom ['OCT
18300 mepen morpyXeHueM TEpPMOMETpPa B U3MEPSIEMYIO CpPEAy WIH aMITyly
TPOMHOW TOYKHU BOJIBL.
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8 IloaroroBka k padorte

9.1 IlporepeTh 3alIMTHYIO KBaplEeByl0 TpyOKy TepMOMETpa CHHPTOM-
pextudukarom I'OCT 18300.

9.2 IlpoBepuTh HNEKTPUUYECKYIO LENb TEPMOMETPA DIIEKTPOU3MEPUTEIBHBIM
KOMOMHHUPOBaHHBIM ITpruoopoM Tuma 43101.

9.3 IIpoBecTr U3MEPEHHE COITPOTUBIICHHSI TEPMOMETPA B TPOMHOM TOYKE BOJBI
(mpu Hanmuuu ammynsl TTB) no ciaenyromeit METOAUKE: TEPMOMETP NOTPY3UTH
B cpeny ¢ temreparypou okoso 0 rpamycoB Llenbcust s mpeaBapuTEIbHOIO
OXJIQXJIEHUsS U BblAepkaTh 10 MUH., 3aTeéM TEPMOMETP MOTPY3UTh B aMITyIly
TPOMHOM TOYKM BOJBI M Yepe3 |5 MUH. MNpPOBECTH M3MEPEHHUE €r0
CONPOTHUBJICHUS.

9.4 Ilorpy3uth TepMOMETp B Cpedy, TeMIlepaTypy KOTOpOH He0oOXOoAruMO
ONPEAECIUTh U MOJAKIKOYUATH IOABOJAIIME IPOBOAA K JJIEKTPUUECKOW LEINU
M3MEPUTENBHON CHUCTEMBI.

9 Ilopsaiok padoTHI

10.1 ITomecTuTh TEPMOMETP B Cpely C u3MepsieMoil Temmeparypoi. ['myOuna
MOTPY>KEHUsI TEPMOMETPA JT0JKHA OBITh HE MeHee 300 MM.

10.2 YcranoButh pabouuii TOK 4epe3 TepMomeTp, paBHbIi (1+0.1) MA.

10.3 IIpu noBepke (kaauOPOBKE) TEPMOMETpPA, a TAKXKE MPU UCIOJIb30BAHUM B
KauecTBe 1-ro paspsia, MIyOMHA €ro MOrpy>KEeHHsI B TEPMOMETPOBBIE KAHAJIBI
amITyJ1 JOJIKHa ObITh HE MEHEE:

20 cM B aMITysie TPOMHOW TOYKE BOJBIL;

18 cMm B ammynax 3aTBepieBaHUs 0JIOBA, IIMHKA, AIFIOMUHUS,

18 cM B aMmITysiax 3aTBEpIEBAHMS PTYTH M TOUKE KMIIEHHS a30Ta.

[Tpu ncnosb30BaHMM TEPMOMETpA B KAUECTBE ATAJIOHA 2-TO U 3-T0 pa3psaoB, a
Tak)K€ B KaueCTBE MPEIM3UOHHBIX padOYUX CPEICTB U3MEPEHUH, JIOIMyCKAeTCs
rIyOMHa TOTPYXCHHS B H3MepseMyr cpeay (paboumii 0o0beM) Ha MIyOUHY
MEHBIIYI0, YeM MpU NOBEpKE (KAITUOPOBKE) TEPMOMETPA MO PENEPHBIM TOUKAM.
B »srom ciydae cneayer BBIOJHUTH OLEHKY BIUSHUS TEIJIOOTBOJA Ha
pE3yNbTaT U3MEPEHUS.
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10.4 Tlocne nmocTu>XeHHUs CTAOUIBHOTO COCTOSIHUS M3MEPUTHh COMPOTHBIICHUS
tepMoMeTpa He MeHee 10 pa3. [Io mosydeHHBIM JTaHHBIM PacCUUTATh CPEIHEE
apu(pMeTHYecKoe 3HAYCHUE COMPOTHBICHUS TepMomeTrpa Rt mpu uzmepsiemoit
temiiepatype t mo ¢popmyue:

n
Rt=XR;/n,(1)

t=1
riae Ri - 3HadeHue | —To U3MEpEHHs COTPOTUBIICHNUS;
N — KOJIMYECTBO U3MEPEHUM.
10.5 BreiBecTn TEpMOMETP U3 CPEIbI C U3MEPSIEMON TEMIIEPATYPOH.
10.6 3mMepuTh CONPOTHUBIIEHHE TEPMOMETPA IIPH TEMIIEPATYpE TPOUHON TOUYKH
BOJIbI Ryrp (MM B3SITh U3 CBUJIECTENBLCTBA O MOBEPKE HA TepMOMETp). MeToanka
n3mepenus B coorserctBuu ¢ ['OCT 8.571.
10.7 IIpu HEOOXOAMMOCTH PAaCCUYUTATh U3MEPECHHYIO TEMIIEPATYPY B PYIHYIO IO
JIAHHBIM W3 CBHJICTEIILCTBA O MOBEpKE M M3MepeHHomy 3HaueHuio W(t). Pacuer
IPOBOAMTCS 110 MeToauke, u3noxernHo B 'OCT P 8.571-98.

10 Bo3moxkHbIe HEUCTIPABHOCTH U CIOCOOBI
UX YCTPAHEHUs!

11.1 Bo3moxubie HencnpaBHOCTH TepMoMeTpoB DTC-25 u OTC-50 u meroasl
UX YCTPaHEHUS CBEICHBI B TA0IHILY S.

Tabnuna 5

HanmenoBanue

HEHUCTIPABHOCTH,
BeposThas

BHEIIHEE MPOSIBICHUE Merons! yctpanenuss | [Ipumeuanne
MpUYNHA

U JIOTOJHUTEIbHBIE

IIPU3HAKH

Hapymenue OOprbIB B [ He MTOUJIEKUT

DIEKTPUYECKON IEMH | BBIBOJAX PEMOHTY

B TEPMOMETpE TEpPMOMETpA

11 Texnuveckoe 00Cay:;KMBAHUE

12.1 Tlepen morpykeHHEM TEPMOMETpa B H3MEPSEMYIO0 Cpely HEeOoOXOAMMO
nporepeth ero kopmyc crnuprom-pektudukatom ['OCT 18300. 3ammuTHyro
TpyOKYy pyKamMu He TporaTh!.
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12.2 Tlocne mpoBeAeHHs] HU3MEPEHHUS TEPMOMETP HEOOXOAMMO OXJIaJUTh IO
TeMIIepaTyphl MOMEIEHUs MOMECTUTH B QyTisip. M30eraiite ynapoB u Tpsicku!
12.3 TexHu4eckoe OCBUIECTENLCTBOBAHNE TEPMOMETPA POBOAUTCS pa3 B 2 roja
MOBEPOYHOU Jraboparopueil corimacHo pasfena 13 «MeTtoguka TOBEPKH»
HACTOSIIIEr0 TOKYMEHTA.

12 MeToauka noBepku

13.1 TloBepka TEpMOMETPOB COIPOTUBIICHHUS ITAJOHHBIX | M 2 pa3psaa Tuma
OTC u onpenenenne rpagyupoBaHHbIX XapakTepucTuk mpoBoautcs no I'OCT P
8.571-98. MexnoBepouHbIii HHTEPBAT — 2 TO/1a.

13.2 OdopmieHre pe3ylbTaTOB TMOBEPKHU: MOJOXKUTEIbHBIE PE3YJIbTaTh
MOBEPKU JOJDKHBI OBITh O(QOPMIIEHBI CBUAETEIILCTBOM O MOBEpPKE; IpH
OTPULIATENIBHBIX ~ PE3yJbTaTax IMOBEPKA  TEPMOMETPHI  COMPOTUBIICHUS
3alpeliaroT K BhIMYCKY. CBUAETENBCTBO NPEABIAYIIECH TOBEPKH aHHYJIUPYIOT U
BBIJIAIOT U3BEIICHUE O HEMPHUTOJHOCTH.

13 I'apaHTUH U3rOTOBHUTEJISA

14.1 TepmoMeTpbl JOJKHBI OBITb NPHUHIATHI TEXHUYECKHMM KOHTPOJEM
NpEeANPUSTUSI-U3TOTOBUTES.

14.2 W3roroButenb TapaHTUPYET COOTBETCTBHE TEPMOMETPOB TpPeOOBAHUSIM
texuudyeckux ycinoBuii TY 4211-001-02566450-99 npu coOmrofaeHUn MpaBUil
AKCIUTyaTallk,  TPAHCIIOPTUPOBAHUA M XPAHEHUs,  YCTAaHOBJIEHHBIX
TEXHUYECKUMHU YCIIOBUSIMHU.

14.3 T'apaHTHIIHBIM CPOK OSKCILTyaTallMd TEPMOMETPOB — 12 mecsueB co JHs
Havaja dKCIUTyaTaluu npu Hapabotke, He npesblmatomeid 2000 g (50 nukiion
OXJIQXJICHUE - HarPEB).

14.4 TlpeanpusTHe-U3TOTOBUTENIb O00S3yeTCS MPOU3BOJIUTH OE3BO3ME3THYIO
3aMEHY BBIIECANINX U3 CTPOSI TEPMOMETPOB B TE€UEHHE CPOKA TAPAHTHH IpHU
COOJTIOJIEHUU TTOTPEOUTEIEM BCEX TPEOOBAHUI TEXHUYECKHUX YCIOBUH.

14 CBeneHus o pekjiaMmanusix
15.1 Tlpy HEKOMIUJIEKTHOW TOCTaBKE€ WJIM OTKa3e B TMEPHUOJ JCHCTBUS

rapaHTUUHBIX 0053aTeNbCTB, MOTPEOUTENEM JOIKEH OBITh COCTABJICH aKT. AKT

163



BBICBUIAETCS TPEANPUATHUIO-U3TOTOBUTENIO ISl PELIEHUs BOMpPOCa O MECTe U
MOPSIJIKE YCTpaHEHUSI HEUCITPABHOCTH.

Anpec npeanpustus-uzroroButensi:600036, Poccus, r. Bnagumup, yia. Bepxusas
Ilyopoga, 1.40, "Bragumupckuii 3aBoj] « ITAIOH.

15.2 Bce npenbaBieHHbIE peKIaMallii pETUCTPUPYIOTCA B Tabuiie 6.

Tabmuua 6

Kpatkoe Jara, moanuce Jmna
Mepsl, puHATHIE

coJiepKaHue OTBETCTBEHHOTO 32
10 pEeKJIaMalysaM

peKiIaManyu JKCIUTyaTaluIo

7.3 TpancnopTHpOBKa TEPMOMETPA MPOU3BOIUTCS JTHOOBIM BUJIOM TPAHCIIOPTA U
JOIIyCKAETCs TOJIBKO C CONPOBOXKIAAOIIHUM JIULIOM.
7.4 Ilpu TpaHCIOPTUPOBAHUU U30EraTh TPSCKU U CUJIBHOM BUOpPALIVH.
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Appendix 5

TEPMOMETPbBI COITPOTUBJIEHUS ITIJIATUHOBBIE
ITAJTOHHBIE BBICOKOTEMIIEPATYPHBIE BTC
TV 50.507-86. Homep I'ocpeecTpa 10008-09
TepMOMETphI  CONPOTUBIICHUSI IUIATHHOBBIC JTaJOHHBIE BbICOKOTeMIieparypusie BTC
NpeHa3HAYCHBI Ul TOBEPKH 3TAIOHHBIX — COOTBETCTBYIOIIUX pa3psAioB — U PabOUYMX
TEPMOMETPOB CONPOTUBJICHUS M TPOBEICHHS TOYHBIX WM3MEpEeHUi Temreparypsl. [loBepka
npousBoutcs B coorBerctBuu ¢ ['OCT P 8.571-98 no penepubim Toukam MTII-90.

TexHn4eckue XapaKTEePUCTUKU:
e BrIcoKas cTaOMIIBHOCTH IIOKa3aHUM

e Maias morpemHocTb U3MepeHuin

Tabnuna 1. Merponorudeckue xapakTepuctuku tTepmomerpa BTC

HopMmupyewmslii mapameTp B 3aBUCUMOCTH Juana3on usmepseMbix Temmepatyp, °C
OT TEMIIEPATypHOT0 IMala3oHa 1 paspsaa

+419,527...+1084,62

JloBepuTenbHas MOrPEeIIHOCTh TPU Pa3zpsin repmomerpa
JIOBEPHUTEIIbHON 1 2
BepostHocTH 0,95 He Oonee, oC: 0,05 0,07
1) B TOUKe 3aTBEp/ICBaHMS ITUHKA

2) B TOYKE 3aTBEP/ICBaHUS MEIU 0,10 0,15
HecTabunsHOCTH B TPOHHOM TOUKE BOJIBI, 0C, +0,002 +0,005
He OoJiee
OTHOCHUTENBHOE CONPOTUBIICEHUE 1,11807 1,11795

B peNepHON Touke rajus Wga He MeHee

e HomunanwsHoe conporuBienue repmomerpa mnpu 0 oC, Om...... . 0,60 £0,01
LIV (S R0 (=15 010 1101788702 4 1S 0): - ) U 2
® MaTePHAT OOOITOUKH. ... eneeneeetneaneaneaneananeanennen ...KBapIeBoe CTEKIO0
©® MACCa HE OOJIEE, KT ... e, 0,12

® TepMOMETp KOMIUIEKTYETCS QyTAIPOM ISl XpaHEHUS U TPAHCTIOPTHPOBKHU
Od¢opmiienune 3aka3a:
B 3asiBke HE00X0UMO yKa3aTh CIeAyoIIee: THIl TEPMOMETPa, pa3psia TEPMOMETPa,
3aKa3bIBAEMOE KOJIMYCCTBO.
IIpuGop TpaHCHOPTHPYVETCS TOJbLKO NpPeACTABUTENEeM 3aKa3unKa
BTC - 2 - X mTyk.
| paspsii TEPMOMETPA

000 «BJAJTUMHUPCKHH 3aBox «ITAJIOH»
www.vladetalon.ru 2019 e-mail: omis@vladetalon.ru
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TEPMOMETP COIMMPOTUBJIEHUSA IIJIATUHOBBINA DTAJTOHHBIN
BTC

YIUTHHHTENBHBIH
kafens

0 20.0
L] o

120

pyuKa N

- konda u3
KBAPUEBOTD
CTEKNA

670

@ 7.0

> -«

L&-—i

Pucynox 1. I'abaputhsie pazmepsl Tepmomerpa BTC
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TEPMOMETPbBI COITPOTUBJIEHUS IJTATUHOBBIE 3TAJIOHHBIE
ITC-10M, 9TC-25, 3TC-50
IITC-10M TY 50.741-89. Homep I'ocpeectpa 11804-99
ITC-25 u ATC-50 TY 4211-001-02566450-99. Homep I'ocpeecTpa 19484-09

TepmomeTpsl conpoTuBiaeHUs MIaTuHOBbIE 3TanmoHHbIE [ITC-10M, OTC-25 n
OTC-50 mpenHazHaueHbl AJI1 NOBEPKHM STAJIOHHBIX M pabO4YMX TEPMOMETPOB
COINPOTUBIICHUS U TPOBEACHMSI TOYHBIX M3MepeHuil Temmeparypbl. [loBepka
npousBoautcst B coorBerctBUU ¢ ['OCT P 8.571-98 mo penepHbiM TOUKam
MTHI-90.

Oco0ennocru:

® Bricokas uyBcTBUTENBHOCTH M3Mepernnit (OTC-25 u DTC-50)

® Bricokas cTaOMIbHOCTD MMOKa3aHUI

Tabnuua 1 Metponoruueckue xapakrepuctuku repmomerpos [ITC-10M, OTC-
25 u 9TC-50

HopmupyeMmsiil napameTp B 3aBUCHMOCTH Junana3on usmepsieMbIx Temnepatyp, °C
OT TEMIIEPATYPHOTO HAIa30Ha U pa3psaa

0...+419,527 (OTC- -196...+0,01

50)

0...+660,323

(IITC-10M u DTC25)
JloBepuTENIbHAS TOTPEIIHOCTD MTPU Pa3psin repmomeTpa
noBepuTenbHOM BepositHocTh 0,95 He 1 2 1 2
ooiee, oC:
1) mpu Temneparype KUIEeHUs a30Ta ; : 0,010 0,050
2) B TpOHHOM TOYKE BOJIBI 0,002 0,010 0,002 0,010
3) B TOYKE TUIABICHUS TaJLIUS 0,002 0,010 - -
4) B TOUKe 3aTBEp/IEBaHUS OJIOBA 0,005 0,020 - -
5) B TOUKe 3aTBEp/I€BaHUS IIMHKA 0,010 0,020 - -
6) B TOUKE 3aTBEpACBaHUS ATFOMUHUS 0,010 0,030 - -
HectabunpHoCTh Npu TEMIepaType - - +0,003 +0,006
KuneHus azota, oC, He 6omnee
HecrabunsHoCTh B TpoiHO#M Touke Boabl, | +0,001 +0,002 +0,001 +0,002
oC, He Oonee
OTHOCHUTENBHOE COPOTUBIIEHUE B 1,11807 | 1,11795 1,11807
penepHoil Touke ramius Wga , He MeHee

000 «BJIAJJUMUPCKHWH 3aBoa «3TAJIOH»
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e HomuHanbHOe conpoTtuiieHue Tepmometpa mpu 0 °C, Om
[ITC-10M.......... 10,0+0,2;

OTC-25...oiii. 25,0+0,5;
OTC-50............. 50,0+1,0
® MEKITOBEPOUHBIA HHTEPBAIL, JICT . ... vve e enneteeeeeennnneeeeenneeeeann cneeeenns 2
® MATEPUAIT OOOTIOUKH . .. uveeeeneeeennteeenneeeennneennneeennnns KBapIEBOE CTEKIIO
©® MACCA HE OOIICE, KT ...\ttt e et ettt ettt aaaas 0,15

® TepMOMETp KOMIUIEKTYETCS QYTISApOM AJI XPAaHEHUS! U TPAHCIIOPTUPOBKH

Odopmiienue 3akasa:
B 3asBke Heo0X0quMO yKa3aTh CIEIyIOIIee: TUIl TEPMOMETPA, TUaIa3oH

U3MEPSIEMBIX
TEeMIIEpaTyp, pa3psi TEPMOMETPA, 3aKa3bIBAEMOE KOJIMYECTBO.

IIpu6op TPAaHCHOPTHPVETCH TOJbKO NPEACTABUTEIEM 3aKA3UNKA

OTC-50 - (0...+419,527) - 2 - X mTykK.

paspsi TepMoMeTpa

JIAana3oH TemMieparyp, °C
THIl TepMOMeTpa

000 «BJIAJIUMUPCKHNM 3aBox «ITAJTOH»
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ITAJTOHHBIE TEPMOMETPBI IITC-10M, 9TC-25, 3TC-50

VAUTHHH TENbHE
Kabenk

200

@200

pyuka ~_

/

@ 6.5 mua [TTC 10M

g ot
F @ 7.0 ana ITC 25, 50
uy
L -
|~ konba n3

KBApLEBOro
CTEKNa

!

Pucynok 1. 'abaputhbie u npucoeaunurtenbubie pazmepsl [ITC-10M u 3TC-25
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TEPMOMETP COITPOTUBJIEHUSA IJIATUHOBBIN TAJIOHHBINI
IITC-100

TY 4211-017-02566817-2005. Homep I'ocpeecTpa 32675-06
TepMomeTpbl COMPOTHUBIICHUS MIATHHOBBIE STanoHHble 3 paspsga [1TC-100
npeaHa3HaueHbl JUIsi TOBEPKH pPabdOuYMX TEPMOMETPOB COMPOTUBICHUS W
MIPOBEICHUS TOYHBIX U3MEPEHUI B Juana3oHe temmeparyp -196...+419,527 oC.
[ToBepka MPOU3BOJIUTCS B COOTBETCTBUU C METOJMKOMN MOBEPKHU «TepMOMETpPHI
conmpoTuBieHus: obpasuosbie 3-Tro paspsaa IITC — 100 JJDK 2.821.164 /.
Mertonuka noBepku». Meroauka yrBepxkiaeHa [T CU «BHUUM wum. JI.H.
MenneneeBa» r. C.IletepOypr.

Ocobennocru:

® Bricokas 4yBCTBUTENBHOCTh U3MEPEHUN

® Bricokasi cTaOMIIBHOCTD [TOKa3aHUN

e O6osouka TepmomMetpa - ctanpb 12X18H10T

e BulOpoycroituus

® TepMOMETp KOMIUIEKTYETCS (QYTIIAPOM AJI XPAHEHUS! U TPAHCIIOPTHUPOBKH.

Tabnuma 1. MeTtponmorndeckue xapakrepuctuku Tepmomerpa [1TC-100
Hopmupyewmslii mapamerp 3Ha4yeHue

JloBepuTenbHas MOrpelIHOCTb IPU IOBEPUTEIBHON
BepositHocTH 0,95, oC, He Oonee:

1) mpu TemrnepaType KUIeHus a3oTa 0,05
2) B TpOMHOM TOUKE BOABI 0,02
3) B TOuKe 3aTBEpAECBaHUS OJI0BA 0,04
4) B TOUKE 3aTBEpJICBaHUS [TUHKA 0,07

HecrabunbHOCTh B TpOitHO# TOUKe BoJibI, 0C, HEe Oosee +0,01

OTHOCUTEIBHOE CONPOTUBIICEHUE B PEIIEPHOIN TOUKE 1,11795

rayuusg WGa, He MeHee

o HomunanbsHoe conpotusiienne tepmomerpa mpu 0 oC, Om............... 100+2
® MEKIOBEPOUHBIN HHTEPBAI, JICT. ...\ venreeenereeennneeannneennnnns 2
® Macca HE OOJICC, K. .ooiiiiiiiiiiie e e eeiiiiiiieeee i, 0,12
000 «BJIAJJUMHUPCKHNH 3aBox «3TAJIOH»
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TEPMOMETP COITPOTUBJIEHUA dTAJOHHBIN IITC-100

kabens
YUTHHHTENEHEL

@200

120

pyuka \

@ a0

550

Kovrha
M3 CTANH
12X 18HIOT

Pucynox 1. I'abaputnbie u npucoeauauTenbupie pazmepst [ITC 100 2000 550
0 20.0
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Appendix 6
Questions for test and exam

1. Overview of CAT tools. Their types and use in translation.
Describe any integrated CAT tool (e.g.: Wordfast anywhere)

2. Search engines. Definition. Principles of work. Features and
functions. Their use in translation.

Chose a search engine and characterize it. Describe advanced search
tools and give example of advanced search query.

3. Dictionaries. Brief historical background. Types and their functions,
advantages and drawbacks.

Illustrate differences on the example of two dictionaries (desk top and
online).

4. Corpus linguistics. Definition. Corpus linguistics vs. traditional
linguistics. Linguistic corpus: features and types of corpora. Use in
translation.

Describe any national language corpus. Demonstrate its work. Comment
on its possible use by translators.

5. Linguistic corpus: features and types of corpora. Corpus approach to
text. Corpus managers: types and functions. Their use in translation.
Characterize any corpus manager. Demonstrate its work. Describe the
tools and the interface.

6. Translation memory. Historical background: evolution of technology.
Choose and characterize any modern TM software. Demonstrate settings

customizing and its tools.

7. Translation memory tools and their functions. Types of TM software.
Omega T and its features.
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Choose any TM software and give its detailed characteristic.
Demonstrate its work involving glossary and fuzzy matching.

8. Machine translation. Historical background: evolution of technology.
Choose and characterize any modern MT software. Comment on its type
and describe principles of its operation.

9. Machine translation. Features and tools. Types of Machine translation.
Use in translation: step-by-step description.

Choose and characterize any modern MT software. Illustrate differences
between different types of MT software.

10. LLMs in translation.

Write a prompt for LLM to proofread a translation. Teach it to
understand the style and task it to edit the text to make it sound more
natural and stylistically relevant.
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Vuebnoe snexkmponnoe uzoarue
CEJIMBEPCTOBA Oxkcana AnekcanapoBHa

TRANSLATION WITH TECHNOLOGY

Y4yeOGHOE mocodoue

H30aemcs 6 asmopckoii pedaxyuu

Cucmemnste mpeovosanus: Intel or 1,3 I'Tu; Windows XP/7/8/10; Adobe Reader;
muckosog DVD-ROM.

Tupax 25 3k3.

BiiaguMupckuil rocyaapCTBEHHbBIN YHUBEPCUTET

uMeHnu Anekcanapa I'puropseBuua u Hukonas ['puropseBuda CToONETOBBIX
N3p-o Bal'y

rio.vigu@yandex.ru

['ymMaHuTapHBI HHCTUTYT
Ka(eapa THOCTPAHHBIX S3BIKOB NMPO(ecCHOHATFHON KOMMYHUKAIIUU
oxana33@list.ru



